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Transient Heat Transfer Between
a Semi-Infinite Hot Plate and a
Flowing Cooling Liquid Film

Abram Dorfman

e-mail: abram_doriman@hotmail.com Heat transfer between a hot, semi-infinite plate and thin liquid film flowing over its
 Visiting professor, surface is considered. As the plate is semi-infinite, the finite cooled portion of the plate
Department of Electrical Engineering and and the temperature at the moving film front are time variable. The heat transfer is
o Gomputer Science, transient, as opposed to the usual quasi-steady process that exists when the plate is
University of Michigan Ann Arbor, infinite. To investigate the transient heat transfer, solutions describing the temperature

Ann Arbor, MI 48109-2122 fields of the wet and dry portions of the plate are conjugated at the moving film front. The

basic characteristics of transient cooling process are found to be governed by a dimen-
sionless parameter named the Leidenfrost number, which is the ratio of the Biot number
and the square of the Peclet number. The plate temperatures at the moving front, the film
velocity, and the time required to reach the wetting temperature are calculated.
[DOI: 10.1115/1.1650389

Keywords: Analytical, Conjugate, Film Cooling, Heat Transfer, Modeling, Transient

1 Introduction the solution of a differential equation with unknown boundary
. condition reduces to a system of differential equations with known

nAn dgnder:ft?ln\(/ivlir;]g of thﬁnhe?it tr%n?iflenr] biet\?/rsenr? rr:?tfsgrﬁc:ﬁ %qmdary conditions. With this approach, the velocity of the mov-
an adjacent flowing cooling 1qul S important for many;, ¢y front and the plate temperature at this point are obtained
applications. Common examples include the controlled reweti functions of time. The onset time that is required to reach the

in nuclear water reactors during emergency '°$S of coolant, thgfa tting temperature at the moving front is calculated as well.
mal control of electronic systems, the quenching of heated sur-

faces, and space station thermal control. .
A number of experimental and theoretical investigations relatéd Mathematical Development

to this problem have been performed for plates, rods, and tubesAs shown in Fig. 1, consider a one-dimensional model of a

Reviews of studies in this field can be found in several articlesemi-infinite plate of thicknes& The upper surface of the plate is

[1-4]. The standard theoretical model is based on two main assvered by a moving liquid film of thicknes%, the lower surface

sumptions(1) the plate, rod, or tube is infinite; ar{@) the veloc- is adiabatic. The usual basic assumptions in the studies of this

ity of the wet front is constant with time. Under these assumpepic are as followd1]: (a) the properties of the plate and the

tions, the unsteady heat conduction equation can be transforntigdid, and the heat transfer coefficient between the plate and the

into a quasi-steady form by using a coordinate system that movisgiid film, h, are constantb) heat losses to the surroundings are

with the film front. As a result, the temperature of the solid at theegligible, and(c) the liquid film is supplied at constant velocity,

moving film front is a constant as well. Solutions of the one- and.

o dimerona eaualons based on e s steady mo0e 8 1 Governing Equaton. In a moving coordnae frame
) ; - - ith the origin at the front of the film, the one-dimensional con-

heated unwetted regions, for single and composite bodies. %ction equation for the plate is

proximate analytical solutiongl,5—10 and numerical solutions

using the finite difference methdd1], control-volume approach T h aT

[12], and numerical Fourier inversiga] have been considered. k——5(T-T=pc— (1)

Here, this problem is reconsidered with a semi-infinite flat X

plate. There are some challenges in developing such a model comNoting that the length of the wet portion at tiniés equal to

pared with the situation when the plate is infinite. The length afit, and that the heat fluxes at the edges of the plate are negligible

the wet portion of the plate becomes time dependent. Thus, tfagsumptiorb above), the initial and boundary conditions for wet

heat transfer is a transient process, and the temperature of #he dry regions are

plate at the moving film front is an unknown function of time.

This temperature can be determined by conjugating the solutions wet: T(x,t=0)=T;, T(x=0,t=0)=Ty(1),

describing the temperature fields in the wet and dry plate portions.

However, to obtain these solutions, a boundary condition at the ﬂ(x= —Ut,t>0)=0 2
film front that is the same as the unknown temperature of the plate 28
at the film front is required. dry: T(x,t=0)=T,, T(x=0,t>0)=T,(t)
To transform the variable length of the wet portion to a constant
one, a dimensionless variable is used instead of the longitudinal T(X—%,t>0)=T, 3)

coordinate. To determine the unknown temperature at the movin

- o . Mo convert the time dependent lengh to a constant one, and
front, the superposition method as a series is applied. By so do'?@duce the number of parameters in Ef), we introduce the

dimensionless variables for the wet region
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Dulikravich. 7 Ut Cp5 Ti_Tf w Ti_Tf ( )
Journal of Heat Transfer Copyright © 2004 by ASME APRIL 2004, Vol. 126 / 149

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



y 2.2 Analysis. It follows from Egs.(5)—(7) and Egs(8) and

A (9), respectively, that® =f,(z,7,Ls,0,) and 0=1,(z¢,86,).
Consequently,
B k( aT) kTi—Tf (afl) 12)
q = — —_— = — —
x|, o ut \am)

ﬂ) =k(T¢(—T )(L) 1/2( ﬁ) (13)
x| o toks) Vg

If the heat of evaporation and sputtering is neglected, the energy

[<— On

< Ut > balance, Eq(10), gives
172
Fig. 1 Scheme of problem: 1-flow direction; 2-liquid film; f3(z,0,)= —11(2,0,,,Ls) (14)
3-moving film front; x =0; 4-wet plate region; 5-dry plate region; z
and 6-sputtering As 6,=1-0,,, this result indicates that the functi@,(z) de-

pends only on the Leidenfrost number, Ls. In the other case, when
the heat absorbed by evaporation and sputtering is significant, Eq.
(10) takes the form

Applying the dimensionless variables to E¢b) and(2), one gets 12

a governing equation, and initial, and boundary conditions that £1(2,0,) = —— f1(2,0,,,L8) + (h,/h)BiYA O, — O,.)

depend on only one parameter, BfPe ZoTwWIT g e e " e

As shown below, this ratio determines the rate of the transient (15)

cooling process. The greater this ratio, the shorter the dimensigR-his case, Ls and two additional parametets, /h)Bi%2 and

less timez required to cool the plate to a given dimensionlesg define®, (z).

temperature. Since cooling by a moving thin film proceeds in"®"’ v

boiling transitional state, it seems right to name the ratio B‘i/P%

the Leidenfrost number, Ls, similar to the Leidenfrost point on the Solution of Conjugate Problem

boiling curve. Then, Eqg1) and(2) become As the boundary conditions given by Ed3) and (9) contain
the unknown function®,,(t) andé,,(t), the solutions of Eq45)

5?0 e 90 and (8) are coupled. To decompose this conjugate problem, we
'—5(9_7]2+277%—2 —, 70=0 (5)  use the superposition method in the form of sefit3,14]. By

using this technique, the conjugate problem with unknown and
Bi kh time dep_enden_t boundary conditions reduces to an infi_n_ite system
== (6) of equations with known and constant boundary conditions. This
P& p2cU?s method has been used in the analysis of non-isothermal and con-
jugate heat transfer problerh$5,16].

Ls

0(7,z=0)=1, O(5=0,2>0)=0,(2),
3.1 Reduction to a System of Independent Equations.

0 i i i
= (p=—1,7>0)=0 ) The solution of Egs(5) and(8) are presented in the form of series
K de,, d’e,,
For the dry region whera=0, we use Eqgs(1) and(3) in the O=GCo(7.2)0u+GC1(7.2) -~ +Ca7.2) 07 ...
form
d"e,,
ﬁ_ &_0:0 (8) +Gnp(7,2) ; + ... (16)
9g2 0z dz
0(¢,z=0)=0, 6(£=0,2>0)=0,(2), 6(é—>,z>0)=0 0=Hq(£,2) 0+ Hy(& z)dﬂJrH (& z)_d20W+
(9) o\sy w 1\6 dZ 2\ S dZZ e
where ¢=x(h/k&)¥?  6=(T-T)/(T;—T;), and 6,=(T, d"e
~T)IT=T)). N . +tHA(E2) —+ ... a7)
The conjugate boundary condition at the moving front can be dz

derived from an energy balance, as shown in Fig. 1. The he?ﬁbstituting Eqgs(16) and (17) into Egs. (5) and (8) yields two

q°(t) conducted from the dry region of the plate is slightly abjfinite systems of equations with constant initial and boundary
sorbed by the evaporation and sputteringt) at the moving film  ongitions, given by

front, while the majority of the heat™ (t) is transferred to the wet

region of the plate PG G Fle;
g P Ls— +»z > 172 &Z” 7°G,-2°G,_,=0, G_,=0
at x=0, " (=0 (t)+qu(t) (10) I 7 (18)
The heat absorbed by evaporation and sputtetp(t), is usu- Go(7,z=0)=1, Gu(72=0)=0, Gy(7=0,2=1,
ally neglected. Peng et dI3] suggest that such an assumption is JG
acceptable only if the plate temperature is lower than the wetting G,(7=0,2=0, —(p=-1,2=0
temperature. Consistent with this suggestion, we assume that the an
heat absorbed by evaporation and sputtering is proportional to the 5
difference between the plate temperature at the moving film front 4 Hn_ %—H —0 H._.=0
and the wetting temperature gg2 oz "t 1)
Aw(t) =y (T = Tued (11) Ho(£,2=0)=0, H,(£2=0)=0, Hy(£=0,2=1,
150 / Vol. 126, APRIL 2004 Transactions of the ASME
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H,(£=0,2=0, H,(é—%,2)=0 Similar computations givé\,,(z) andB,(z) for n=2 by solv-
. . . ) ing integral equation
In formulating the initial conditions, we assume that at tiine
=0, the front of the film is at the edge of the semi-infinite plate.

3.2 Solution of Egs.(18) and (19). The solutions of Eg.
(19), which is linear, are given by the error functigis]. The
first two solutions =0, n=1) are

0
f_an(n.Z) 7"dy=0 (28)

3.3 Conjugating the Solutions at the Moving Front. Dif-
ferentiating Eqs(16) and(17), and settingy=0 in the first result

¢ and =0 in the second one, gives the heat fluxes
Ho(&,2)=1—erfl — | = erfc 20
o(£:2) 27172 27172 (20) -1) K(T,—Ty) (aeo) o+ aGl) de,,
q = —"e— — —
& ¢ S\ 12 2 Ut /- Yol an =0 dz
H.(&,2)= ?erfc( —221/2) - g(;) exp{ - E) (21) (562) &0,
+|— —_— ... 29
Forn>1, the solution ar¢13] ), , dz (29)
o (=) oo k(| V2 gH, dH.|  dé,
n—i:OWS, Si(¢,z=0)=0, g ()=k(T{—T) P P §:09w+ 9 g:oE
z gH,\  d%e
S(é=02)=—, S(é—%,2)=0 (22) | =2 LT (30)
i! (76 £=0 dZZ
v_vrg)ere Sid(g’z) ;izre functions satisfying Eq(19) for n=0, H_1  considering the first two terms, and applying EG, (20), (21),
=0, and Egs(22). . ions, 123), and(24) yields
Equation(18), which is linear and has variable coefficients, i
solved with the approximate integral metHddl]. The appropriate B k(T,—Ts) de,
forms of the solutions that satisfy the initial and boundary condi- 4 (=3 |90Owt (917 00) 2= (31)
tions given by Eqs(18) are
_ h\¥ ¢ z\2de
Go(7,2)=1+[(712) + 7}Ao(2) +1(7*13)— 7)Bo(2), q*(t)=k(Ti—Tf)(k—5 = Z“)Vl,z—(;) | @2
Aol®)= Bl 070 B2 hereau(t) Ao ~Bole) andgy(2) - [A() B2}
Wereg(,Z:OZ*OZ&nng: 12712 Z.
Gn(7,2)=(7°12)+ n]An(2) +[(7°/3) — 7|Bn(2), Substituting the components of the heat balance into(Eg),
A(0)=B,(0)=0 (24) ©ne obtains an ordinary differential equation, which determines
n n

the plate temperature at the moving front
To determine the unknown functio(z) and By(z), the two 40
integral forms of Eq(18) are used. Denoting the left side of Eq. [2+(g1—go)(z7Ls) 2] de +0,

(18) asF,(7,z), one gets these forms as

mls 1/2
z

1+go(

0 0 h h
fﬁlFo(ﬂ,z)dn=0 fﬁlFl(nvz)ndﬂ:O (25) +Fw(zw5i)1’2}— 1+ ?W(ZwBi)l’ZG)WeJ=O (33)

Substituting Eq.(23) into Eq. (18) and then into Eq(25) for The solution of Eq(33) must satisfy the boundary condition at
Fo(7,2) yields two ordinary differential equations, which aftethe beginning of the cooling

solving for derivatives, lead to the system 0,(z=0)=1 (34)
dA, 28Ls 14 16/Ls 1 If the first term on the left side of Eq33) is assumed to be
az @~ 2 371 B2 3 2z +28 relatively small, the fist approximation to the solution can be de-

(26) rived as
dB 2Lls 1 20Ls 11 .
—2 = A(2)10 — —+ 0= | -By(2)| ==+ = +1|+20 _ 1 (/) (78D 0 e
dz 7 3z 7?2 3z Ow= 12 172 (35)
1+go(mLs/z)~“+ (h,/h)(z7Bi)

Applying the same procedure f@&,(7,z), (i.e., substituting Eq. ) ) ) .

(24) with n=1 into Eq.(18) and then into Eq(25) for F;(7,2)) 3.4 Onset Time and Film Front Velocity. Setting in Eq.
yields the same system given by E@&6), but with additional (35) @w=® e, One gets the onset time,;, defining the dimen-
terms 28zand 20zfor dA, /dz anddB, /dz, respectively. sionless time required to cool the plate at the film front to the

The system given by Eq26) with the conditions given by Eq. Wetting temperature

(23) was solved numerically by the Runga-Kutta method. Because 1
of the singularity az=0, the Taylor series expansions were em- O o= (36)
ployed for smallz. The coefficients are 1+ Qo( Zyed (TLS/ 260 M2

1 This result matches with E@35) for h,,=0. Hence, the onset
~ etk acatacalt g [(k=4)b1+b 2] time depends on the dimensionless wetting temperdiyig and
(27) the Leidenfrost numbelts=Bi/P€, but does not depend on the
1 ratio (h,,/h). Thus, Eq.(36) is of use whether the heat absorbed
b= gl(k=Da- 1+ o] = 55 [(Tk=8)by—1 + 7Dy ] by evaporation and sputtering is taken into account or not.
Due to the evaporation and sputtering, the film front velocity
These formulas are used fae4. For Eq.(18), the first coeffi- U, is less than the supplying velocity. In a time A, the film
cients area;=az=b;=b,=0, a,=1/Ls, b;=1/2L<. They also advances by a length that i§x=(U—U,)At shorter than it
are of use forA,(z) andB,(z), whereaz=1/Ls. would be without evaporation and sputtering. The average amount

ag=

Journal of Heat Transfer APRIL 2004, Vol. 126 / 151
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o

—1 Ls=01

o> 91

—2 Ls=025
—3 Ls=1

S

—a Ls=1.91

—5 Ls=10

0 05 1 15 2 25

Fig. 4 Effect of evaporation and sputtering on dimensionless
plate temperature at the moving film front, Ls =1, 0,,,=0.21,
Zyer=2

Fig. 2 Functions gy(z) and g,(2)

of heat absorbed per second i&p:ih (AXx/At)=6;pih (U

—U,,). Equation(11) corresponds to this heat transfer. Thus, W%t the same time, the analysis shows tigj, may be related to

have Ls number by an approximate quadratic function given by
Zmin=5—6 log(Ls) + 3 log?(Ls) (40)

hyo (?
Sipi(U—Uw) = —= | (T~ Tuel (37)
0 Since Eq.(36) is the same as E@35) in the case oh,,=0, the
Noting thatm= 6;pU is the fluid flow rate, we obtain
U—U hos 1 (2 ship betweer® . andz,,;. However, since we consider the wet-
w_ W _ - _ ting temperature as a given value, this relationship is useful only if
(TI Tf) ®wdz ®We1 (38) .
u mh, ZJo 0= (04) min- In this case, Eq939) and (40) could be used.

results shown in Fig. 3 can also be used to establish the relation-

It should be noted that we only consider the transient part of the

4 Numerical Results and Discussion

4.1 Plate Temperature at the Moving Front. The function
go(z) calculated by numerical solution of ER6) is plotted in

wetting process when the plate temperature at the moving front is
higher than the wetting temperature. Although the developed
model does not describe the part of the process with practically
constant wetting temperature, this model consists of a dry semi-

Fig. 2 for four values of Ls, ranging between 0.1 and 10. Thesgfinite plate portion with initial high temperatufg . Therefore,
data can be used to compute the plate temperature at the moviighis case, the plate temperature at the moving front starts to
film front as a function of time. For the case of negligible heat ghcrease after it reaches the minimum value, and consistent with

evaporation and sputtering, the predictions of @) are givenin  condition(3), ultimately in the limit ag— o becomes equal to the
Fig. 3. The form of the curved,(z) strongly depends on the initial plate temperature.

Leidenfrost number, Ls. As Ls is increased, the plate cools faster,

a smaller @) min is Obtained, and the time,,;, required to reach

4.2 Effect of Evaporation and Sputtering. The effect of

(0,)min decreases. As shown in Fig. 3, the relationship betweélie evaporation and sputtering is shown in Fig. 4 for=lls
(®y) min @nd z,;, is close to the linear function

08

04

02

Fig. 3 Dimensionless plate temperature at the moving film

(® ) min="0.036%,,—0.03

——1 Lls=0.1

—2 Ls=025

—3 Ls=1

——4 Ls=1, second approximation
—5 Ls=10

——6 Minimal temperature

——7 Linear approximation Eq.(39)

front as a function of dimensionless time

152 / Vol. 126, APRIL 2004

0,e=0.21, and different value aof = (h,,/h)Bi*”2. According to
Eq. (36), z,e does not depend o, and all the curves thus have
the same end poin® e (Zyer=2)=0.21. The results shown in
Fig. 4 indicate that the evaporation and sputtering significantly
affect the form of the cooling curv®,=1f(z,0). At the same
time, it follows from these results that the onset time, i.e., the time
required to cool the hot surface to the wetting temperature, de-
pends only on the Leidenfrost number Ls and the dimensionless
wetting temperatur® ... Thus, if the assumption of proportion-
ality in Eq. (11) is correct, the onset time is independenthgf,
as in the case when the heat of evaporation and sputtering is
negligible.

Experimental studies of wetting processes are usually based on
a constant flow rate related tol, and the initial plate tempera-
tureT; . Using such experimental data, in principal E88) could
be used for estimating the heat transfer coefficient of evaporation
and sputterindy,, . To show this, we rewrite Eq38) as

UW) mh, hy . 1J’Z
1- | ————————="B4 = | 0,dz-0
( U J(T,-Tp)(hks)¥2 zJo " e
(41)
From Eq.(35), the dimensionless temperate, (and hence the

integral in(41)) are a function of Lsg= (h,,/h) Bi*?, the wetting
temperature®,;, and the dimensionless time, If the wetting
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' dA, 28Ls 14 |\ o 16(Ls 1)
09 a7 M@ > T3 (25 7z z
08 (44)
o7 dB; A(2110 2Ls+ 1 B 20LS+ 11+1 20
, R BT B e ’
Zos +20
04 The numerical results have been obtained forLsThe effect
s of evaporation and sputtering was not taking into account. Be-
cause of the singularity a&=0, Taylor series are employed for
o2 smallz (see Eq(27)). The functiong,(z) is given in Fig. 2. The
o1 constantC in Eq. (44) is estimated by satisfying the boundary
condition given by Eq(34). According to coefficients given by
% 2 . s g ° 10 2 M 1 Eq. (27), the terms of Eq(44) are on the order ofgy~Z2?, g,
~z, P;~z, P,~1, P;~—1 whenz~0. Hence,®,~1 andC
Fig. 5 An example of relationship between dimensionless pa- =0.
rameters N (Eq. (41)) and o=(h,,/h)Bi¥? calculated on the ba- The function®,,(z) (obtained numerically using “Mathcad 8
sis of Fig. 4 Professional”)is presented in Fig. 3. For small and large values of

the dimensionless time, the differences between the first and
second approximations are minor. This is due to the small values
of the first term of Eq(33). Although for smalk, the derivatives
temperature is reached, and z,, then the integral in Eq41) d©,,/dz are relatively larggsee Fig. 3), the values of the other
depends only on Lsg, and®,,.,, because the onset time,,, factor in the first term, which is proportional & are small. For
depends only on Ls an@,,. (see Eq(36)). Thus, in that case, the large Va|L.JeS.0fZ, the first term of Eq(33) is small because of
whole expression on the right hand side of E41), which we small derivativesi®,,/dz. o
denote byN, is a function of the same three parameters o, sind Thus, the greatest deviation between the two approximations
Oyer. If two of them, namely Ls and,,, are known from corresponds to mean valuesofFor the considered case,=+3,
experimental data, then the relationsMp- f (o) can be obtained this difference is on the order of 15-20% in the range €0%5-
using Eqgs(35) and (36). As an example, such a dependence cal-5 (Table 1). Due to the form of the curves in Fig. 3, one may
culated on the basis of Fig. 4 is presented in Fig. 5. With texpect that the deviations are greater fordllsand smaller for
relationshipN=f (o) and using the experimental data for deterLs>1.
mining the left hand side of Eq41), To get even more accurate results, one would numerically solve
the conjugate problem given by Eq5)—(10) for the whole plate
from »=—1 to é&—« using a special MathSoft’s. In this case, the
(42) temperature fields in the two areas described by different differ-

Uy mh,
N=\1-+ == . ; ;
( U ) (Ti—T)(hks)Y2 ential equations are compute continuouslge for examplg,20]).

and witho= (h,,/h)Bi'2 the heat transfer coefficierit,, could be 9 Conclusion

obtained. The heat transfer between a semi-infinite hot plate and a cool-
However, identification of Heat Transfer Coefficient is ill-poseghg thin liquid film flowing over it has been investigated as a

Inverse Heat Transfer problem and, as such, it should be solvedtkahsient problem. Previous work on this topic has focused on

special regularized or iterative with regularizing methods, for innfinite surfaces to avoid the time dependency. In this study, the

stance[17-19. finite portion of the plate covered by the film and the dry portion

of the plate are studied separately, and the corresponding solutions

4.3 Uncertainty and Improvement. The results presented - - -
demonstrate the feasibility of the suggested model with a ser%e conjugated using an energy balance at the moving film front.

infinite plate. These results should be considered as a first approxi- accoburllt for t?he iﬁeﬁt ?)f e\()a%ogati?hn and sputtering in the d
mation solution of the conjugate problem given by E&—(10). energy balance, the heat absorbed by INESE Processes IS assume

To estimate uncertainty in these results, the second approximat@ﬁ? propc_)rtlopal EO th(? tﬂlffere?t_ce btetween :he plate temperature
is obtained by solving Eq33). If we denote the coefficients of at the moving Iront and the wetling temperature.

dz+C|.

Eg. (33)asP,, P,, andP3, its solution is To convert the time varying length of the wet portion to a
' e ' constant, and minimize the number of parameters in the governing
P P P equations, dimensionless variables have been used. By applying
ouen| - [ prae| [ onf [ 22z
moving front is reduced to infinite system of equations with
known boundary conditions. An approximate solution is derived
The coefficient P, contains the functiong,(z)=[A;(z) based on the first two terms of the series containing the plate

the superposition method in the form of a series, the conjugate
problem with an unknown and variable plate temperature at the

—B4(2)]/z whereA,(z) andB,(z) are found numerically solving temperature at the moving film front, and the first derivative of

a system of equations similar to Eq26), this temperature with respect to time.

Table 1 Comparison between the first and second approximations

z 0 0.4 0.8 1.2 1.6 2.0 2.8 4.8
1st approximation 0, 1.0 0.691 0.519 0.388 0.289 0.237 0.195 0.172
2nd approximation 0, 1.0 0.633 0.460 0.324 0.246 0.209 0.185 0.172
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It is shown that: n = x/Ut=dimensionless coordinate for the
wet portion of the plate, Eq4)

® = (T-Ty/(T;—T;)=dimensionless
temperature of the wet portion of the

1. When the heat of evaporation and sputtering is negligible,
the basic characteristics of the transient cooling process are deter-
mined by a dimensionless parameter which, similar to Leidenfrost

L : ) plate, Eq.(4)
point, is named the Leidenfrost number,=%Bi/P€. The larger 9 = (T—T,)/(T,—T,) =dimensionless
this number, Ls, the faster the plate cools, and the lower the small- tempelrature ofl the dry portion of the
est plate temperature at the moving froft,() i, and the shorter plate, Eq.(8)

the timez,,;, required to reach it.

2. In the case when the heat of evaporation and sputtering is
taken into account, the functid®,,= f(z) depends on the Leiden-
frost number, Ls, and two additional dimensionless parameters,
o= (hy,,/h)Bi*? and 0 ;.

3. Applying an assumption of proportionalifigee Eq.(11)) ]
between the heat absorbed by evaporation and sputtering, andSHEscripts
temperature differencel(,— Tye), we show that this heatj,(t),  f i, w, min = liquid film, initial, moving film front, minimum
affects the form of the cooling curve),,= f(z), but that(see Fig. .

4) the onset time depends only on the Leidenfrost number, Ls, aﬁaperserlpts

dimensionless wetting temperatutg,.;. As such, the onset time —, + = wet and dry portions at the moving film front, Eq.
is independent off,, as in the case when the heat of evaporation (10)

and sputtering is negligible.

4. The results presented demonstrate the feasibility of the qﬁéferences
veloped model with a semi-infinite plate. However, these results ) o
should be considered as a first approximation to the solution of thét] Puffey. R. B., and Porthouse, D. T. C., 1973, “The Physics of Rewetting in

. . Water Reactor Emergency Core Cooling,” Nucl. Eng. D@8, pp. 379-394.
ConJUQat_e problem formulated in EC{§.)—(10). As an e_xample of [2] Thomas, R. M., 1988, “Methods for Calculating the Conduction-Controlled
how to improve the result, the second approximation has been " Rewetting of a Cladded Rod,” Nucl. Eng. De410(1), pp. 1-16.
calculated for the case when £4&. More accurate results may [3] Peng, X. F., Peterson, G. P., and Wang, B. X., 1992, “The Effect of Plate

be obtained through numerical solution of the conjugate problem Igomspf{%‘l“;e on the Onset of Wetting,” Int. J. Heat Mass TranS&(6), pp.

& = x(h/ké8)¥?>=dimensionless coordinate for
the dry portion of the plate, E(8)
p, pr = plate and film densities, kgfin
o = (h,,/h)Bi¥?=dimensionless parameter
Eq. (41)

given by Egs. (5)—(10) for the whole plate using a special [4] Satapathy, A. K., and Sahoo, R. K., 2002, “Analysis of Rewetting of an Infi-
MathSoft’s. nite Tube by Numerical Fourier Inversion,” Int. Commun. Heat Mass Transfer,
29(2), pp. 279-288.
Nomenclature [5] Yamanouchi, A., 1968, “Effect of Core Spray Cooling in Transient State After
Loss-of-Coolant Accident,” J. Nucl. Sci. Technob, pp. 547.
An(z), Bn(z) = functions of dimensionless time, [6] Blair, J. M., 1975, “An analytical Solution to a Two-Dimensional Model of
Egs. (23)' (24) Hot Dry a Rod,” Nucl. Eng. Des.32, pp. 159-170.

[7] Elias, E., and Yadigaroglu, G., 1977, “A General One-Dimensional Model for

Bi = hél/k=Biot number Conduction-Controlled Rewetting of a Surface,” Nucl. Eng. De&, pp.

¢ = specific heat, J/kg K 185-186.
G,(7,2), H.(7n,2) = coefficients of series, Eq$]_6), a7 [8] Olek, S., 1988, “On the Tyvo—Region Rewetting Model With a Step Change in
90(2)1 91(2) = functions of dimensionless time, the Heat Transfer Coefficient,” Nucl. Eng Desp& pp. 31.5_3.22'
Egs.(32), (33) [9] Peng, X. F,, an_d Peterson, G. P,, 1991, /-_\nalytlcal Investigation of the Rewet-
gs. 4l . ting Characteristics of Heated Plates With Grooved Surfaces,” AIAA Paper
h, h,, = convective and sputtering heat transfer No. 91-4004.
coefficients, Eq(]_) and Eq,(ll), [10] Chan, S. H., and Zhang, W., 1994, “Rewetting Theory and the Dryout Heat
W/m2 K Flux of Smooth and Grooved Plates With a Uniform Heating,” ASME J. Heat
h = liquid | h Ik Transfer,116, pp. 173-179.
e ) . 11] Thompson, T. S., 1972, “An Analysis of the Wet-Side Heat Transfer Coeffi-
L = hquid latent heat g h lysis of th id f ffi
k = conductivity of the plate material, cient During Rewetting of a Hot Dry Patch,” Nucl. Eng. De&2, pp. 212—
W/m K 1] 214.
— 2_pi —1 ai 12] Raj, V. V., and Pate, A. W., 1986, “Analysis of Conduction Controlled Rewet-
Ls kh/5( CPU) Bi/P&*=Leidenfrost ting of Hot Surfaces Based on Two-Region ModdPfoceedings of 8th Inter-
number, Eq(6) national Heat Transfer Conferencl-20,4, Chang L. Tien, V. P. Cary, J. K.
m = flow rate, kg/m Ferrell, eds., Hemisphere Pub. Corp., Washington, pp. 1987-1992.
N = dimensionless parameter E¢-2) [13] Carslaw, H. S., and Jaeger, J. C., 1986nduction of Heat in Solid®nd ed.,
Pe = U/ a=Peclet number Clarendon Press, Oxford.
[14] Schlichting, H., 1968Boundary Layer Theory6th ed., McGraw-Hill, New
q = heat flux, Win? York.
gy = heat flux absorbed by evaporation and  [15] Dorfman, A. S., 1985, “A New Type of Boundary Condition in Convective
sputtering, W/rﬁ’ Eqg. (10) Heat Transfer Problems,” Int. J. Heat Mass Transi8(6), pp. 1197-1203.

[16] Dolinskiy, A. A., Dorfman, A. S., and Davydenko, B. V., 1989, “Conjugate

T, Tf - plate and IIqUId film temperatures, K Heat and Mass Transfer in Continuous Processes of Convective Drying,” Int.

Twer = Wetting temperature, K J. Heat Mass Transfe84(1D, pp. 2883-2889.
t = time, s [17] Matsevity, Y. M., and Moultanovsky, A. V., 1984, “Statistical Identification of
U = supplied film velocity, m/s Iigggl Heat Transfer Parameters,” Consultants Bureau, New York, pp. 1298—
UW = aver_age_ film front_velocny, m/s [18] Moro.zov, V. A., 1984,Methods for Solving Incorrectly Posed Problems
x = longitudinal coordinate, m Springler-Verlag, New York.
z = (h/cpd)t=dimensionless time, Ed4) [19] Matsevity, Y. M., Moultanovsky, A. V., and Timchenko, V., 1992, “Modeling
Zyet = ONset time required to cool plate to of}':’]herrlnal fProcesse; and Id_entifi_clatiq'n of Lolcal Heat Transfer Par;'(imeters
Wetting temperature, E(ﬁ36) \7/\1|t_7ge p of an Adaptive Iterative Filter,” Consultants Bureau, New York, pp.
a = thermal d|ff_US|V|t_y| nt/s [20] Patankar, S. V., 198Q\umerical Heat Transfer and Fluid FlovHeisphere
5, 6 = plate and film thicknesses, m Publishing Corporation, McGraw-Hill, New York.
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| | Subtle Issues in the Measurement
esawseas | of the Thermal Conductivity of
Warlow D. Moser § \Jacuum Insulation Panels

James M. Blackwood
Vacuum insulation panels have values of thermal conductivity that are extremely low

Department of Mechanical and Aerospace (~4 mW/m-K) compared to the thermal conductivity of most common insulations. Typi-
o Engineering, cal ASTM test methods are not designed for testing these very low thermal conductivity
The University of Alabama in Huntsville, materials. An apparatus has been built and tested that uses a thin foil heater and vacuum
301 Sparkman Dr. TH N270, chamber to test vacuum insulation panels. Several different measurement configurations
Huntsville, AL 35899 are studied to determine the effects of the parasitic heat losses. The differences between

the ASTM standards and this technique are described and the rationale explained. A new
ASTM technique for vacuum panels appears to be neefle@I: 10.1115/1.1683674

Introduction Also, the difference in temperature suggested by this methdol

. . . oo . K) leads to extremely small heat flows with even large vacuum
Vacuum insulation panels are used as insulation in many ap

cations, such as a low temperature passive carrier called LoTE

[1]. These |n_s_ulat|or_1 _panels have a core m_a_1de C.)f fiber re'nforcgfoposed which takes into account the significant heat flows gen-
carbon-opacified, silica aerogel of densities in the range g,y considered insignificant by ASTM test methods. The tests
150 kg/nt to 170 kg/n?. A getter and desiccant material are alsqre conducted in a vacuum bell jar with pressure on the order of
added to the core. This core is then vacuum wrapped in a thils mpa(10 Torr). The distance between the insulation panels
metallized polyester bag that is 0.08mm thick. The core pressigd the vacuum chamber wall is approximately 0.5 m. The mean
is approximately 0.13 Pa (18 Torr). There are two heat transferfree path of air at a temperature of 298K and a pressure of 1.3
modes through vacuum insulation panels, conduction and radiaPa is 5.3 m. Consequently, the air in the chamber is in the free
tion. Aerogel has a low thermal conductivity because of its strueaolecular flow regime. Conduction through the air is inconse-
ture and fine particle size. Chemical vapor infiltration of carboguential under these conditions being approximately 0.3 percent
decreases thermal radiation. Low gas pressure makes gas condfithe energy supplied to the panel. The heater is actively con-
tion negligible[2]. This produces a vacuum insulation panel witlrolled such that the temperature is typically the same as the tem-
a very low thermal conductivity£ 102 W/m-K) that is highly ~perature of the vacuum chamber walls hereatfter referred to as the
dependent on the composition. chamber wall temperature. This reduces the effects of radiation
The ASTM C 177[3] test method for measuring thermal Con.fr(_)m the sides and conduction_in any temperature sensor/heater
ductivity uses a guarded-hot-plate. This method does not take iMtifes. Also, the temperature difference between the heater and
account the conduction of vacuum insulation panels through tReld plates is typically 50 K. This raises the total power such that
metallized wrapping. Measurements indicate that the heat condiids large compared to the parasitic losses. Without care, the para-
tion through the metallized wrap is approximately 6 percent of tHtic losses, which are temperature dependent, can be as large as
total for vacuum panels of the size tested. Hunt ef4dishow that 0.5 W while the total power is 1.4 to 7.0 W. Larger total power
it can be as much as 25 percent for a smaller size panel. The ac@gp reduces the uncertainty of the power measurement.
percentage depends on the dimensions and core material of th&niS apparatus is to be used to compare measured thermal con-
panel. ductivities with the manufacturer’s reported values;_ to determine
The ASTM C 518[5] test method makes use of measuring thi1€ effects of aging, and to compare panels from different manu-

heat flow through an additional standard insulation with a kno ﬁctgrerg. The test ils seft up to incTIl;de the effect Ofd n(;nembradne
thermal conductivity. This introduces an uncertainty that could fnduction on panel performance. The apparatus and data reduc-
on methodology are presented along with an uncertainty analy-

significant in the case of vacuum insulation panels. Also, all instl! The effect of ! diff i fi i d i
lations that can be used as standards have a thermal conductit] € eftect of several dilierent configurations and operating

two orders larger than the thermal conductivity of vacuum insul&® ditions are presented to show their effect on parasitic losses.

tion panels. This requires extremely accurate temperature mea-
surements. eA%paratus
A method that may be accurate enough for vacuum insulationThe test apparatus consists of a heater sandwiched by two in-
panels is ASTM C 74%6]. This method uses a boil-off calorim- sulation samples, which in turn are sandwiched by thick alumi-
eter to measure heat flow through the test specimen. Similar to fhém cold plates. See Figs. 1, 2, and 3. The temperatures of the
others, this does not take into account the heat conduction throdtftater and cold plates are measured with several RTD sensors. All
the metallized wrapping. sensors are read by an 10tech TempScan/1100 which communi-
An alternative to these methods is the thin-heater test methé@tes with a computer via a GPIB serial interface. A Labview
ASTM C 1114[7]. Although similar to our proposed method, thi?rogram collects and reduc_es the data, which is then displayed on
method has several weaknesses if used to test vacuum insulaffihscreen and stored to disk. )
panels. Namely, no vacuum is used leading to convective heat!N€ thin heater consists of two Minco HK5532 30.48 cm

transfer that is significant and difficult to accurately characteriz&: 22-86 cm Kapton thermal foil heaters taped together thus creat-
ing a heating surface of 30.48 ced5.72 cm. The heaters have

Contributed by the Heat Transfer Division for publication in th®URNAL OF resistances of 152.8 and 1568 The reS|st_ance of the heaters is .
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 9, 2003,measured by a Fluke Voltmeter. The resistance of the heaters is
revision received January 12, 2004. Associate Technical Editor: A. F. Emery. ~ constant over the temperature range of these tests. The heaters are

sulation panels.
herefore, a modified version of the thin heater apparatus is
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Fig. 3 Top corner of test assembly with thin threaded rod re-
placing C-clamp

placed on the heater to measure the temperature. The PID control-
ler uses one RTD in the center of the heater foil to sense the heater
temperature and thereby supply the correct power. The other five
are read by the computer and averaged to give the temperature of
the heateiT,, .

Fig. 1 Insulation panels are shown between the cold plates. One 30.48 cmX5.72 cmXL.27 cm piece of aerogel is placed
The thin heater is sandwiched between the panels. The entire on each side of the heater. Each piece of aerogel is held in place
assembly is suspended in the vacuum chamber. Tubes covered by two 30.48 cm>45.72 cm>2.54 cm aluminum cold plates. A

by radiation shielding supply coolant to the cold plates. Neslab ULT-80 chiller is used to cycle coolant through tubing

embedded in the aluminum plates. Three Minco S308PD platinum

RTDs are placed on the center line of each cold plate such that
connected in parallel so that the current required by the expetfiey measure the surface temperature next to the insulation. These
ment is in the mid-range of the power supply. The power is comre recorded and averaged to give the cold plate temperaiure,
trolled by an Omega CN76000 PID controller. The power is surhe assemblies are clamped to each other at their corners using
plied by a Hewlett Packard E3617A DC power supply. Theither steel C-clamp@Fig. 2) or small diametef2.0 mm)stainless
control voltage from the PID controller is measured by an IOteddteel threaded rod&Fig. 3). The clamping pressure is approxi-
TempScan/1100 and is converted to the voltage sent to the heatgrately 27.5 kPa. This compresses the vacuum insulation panels
The total power supplied to the heaters is calculated Fby approximately 0.25 mm. A temperature change of 50 K changes
=V?/R where P is the power to the heate¥ is the voltage the clamping pressure due to thermal expansion and contraction
supplied to the heater arfid is the resistance of the heater. Theby less that 3 percent.
power is smoothed over time by a Labview program. A total of six The dimensions of the aerogel panels are measured using cali-
Minco S3238PE platinum thermal ribbori8 on each sidepre pers to give the area. The entire thickness of the aluminum
plates, heater, and aerogel panels is measured at the four corners
using a Mitutoyo micrometer. Then, the average thickness of the
heater and plates are subtracted out, yielding an average thickness
for the aerogel panels.

The entire apparatus is suspended inside a vacuum chamber. A
Varian Turbo V-60 turbo pump and a Varian SD-90 oil pump
maintain the vacuum. The chamber pressure is measured using a
Varian UHV-24 ionization gauge.

Data Reduction
Thermal conductivity of the insulatiork, is calculated using
gAXx
k= ——— 1
ATy To) @

whereq is the energy through one insulation panel, which is half
the measured power to the heat&k is the insulation thickness,
A is the insulation ared;;,, and T, are the average temperatures of
the heater and cold plates, respectively.

The actual heat energy that the insulation conducts can be
Fig.2 Close-up of top of test assembly: (1) 25.4 mm aluminum greater than or less than that measured depending on the test con-
cold plates; (2) 12.5 mm vacuum insulation panels;  (3) 0.16 mm  ditions. For example, energy can be lost or picked up from the
thin foil heater between the vacuum insulation panels; and (4) surroundings through radiation from the edge of the heater and
C-clamps on four corners to hold assembly together. insulation, or by conduction down the sensor wires and heater
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Fig. 4 Uncorrected measured thermal conductivity versus the

average of heater and cold plate temperatures with the thin
heater and no C-clamps. Data are for heater temperatures at the
chamber wall temperature, 10 deg above the chamber wall tem-
perature, and 10 deg below the chamber wall temperature.
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Fig. 6 Corrected measured thermal conductivity versus the
average of heater and cold plate temperatures with the thin
heater and no C-clamps. Data are for heater temperatures at the
chamber wall temperature, 10 deg above the chamber wall tem-
perature, and 10 deg below the chamber wall temperature.

wires. Also thermal conductivity is a function of temperature. Aémperature the system gains an unmeasured amount of energy
number of set points and test configurations are used to determffn the environment thus decreasing the apparent thermal con-
the effect of different parameters on the results. ductivity. This heat transfer is a combination of conduction in the
Each test sequence starts with the temperature of the heatedggS and radiation with the chamber wall. Significant heat trans-
to the chamber wall temperature. This minimizes heat transfg occurs from the edges of the insulation as well. Because the
between the heater and the environment. The cold plate is sef@giation is across a relatively small temperature difference, at
—30°C. The system is allowed to come to equilibrium, whickn0St 50°C, the panel radiation heat transfer can be linearized

takes approximately 12 hours. This process is repeated for ﬁ{g:h that the heat transfer rate is proportional to the temperature
cold plate set to-20°C and—10°C. These three cold plate con-difference between the heater and the chamber wall. The different

ditions are repeated with the heater set at 10°C above and befogt transfer modes can now be lumped together in one equation

the chamber wall temperature.

where the heat loss is equal to a constant multiplied by the tem-

Typical results are shown in Figs. 4 and 5 where the ordinateRgrature difference between the heater and the chamber wall. The

the thermal conductivityk, and the abscissa is the averagelpf
and T.. These figures show data from the final and initial con-

power is then corrected by
4=0n—C(Ty—Th) 2

figurations, respectively. The parasitic losses are larger in Fig. 5 o ) )
than in Fig. 4. The net heat exchange to the environment can th¥3eredy is the power supplied to the heat@y, is the temperature

be quantified.

of the chamber wall, andl,, is the temperature of the heater. The

When the heater temperature is greater than the chamber \g@pstantC is a measure of the effective heat transfer between the
temperature, energy is transferred from the heater to the surroufélges of the heater and insulation with the chamber \lis
ings without going through the insulation, increasing the appareten adjusted until the correlation coefficient squar@é, of a
thermal conductivity. When the heater is below the chamber wégiast squares line through the data is maximizBd=(1 for a

k (mW/m-K)
o
O

<& Chamber Wall T

4 40 O Chamber Wall T+10C |-~
O Chamber Wall T-10C

Average T (C)

Fig. 5 Uncorrected measured thermal conductivity versus the

average of heater and cold plate temperatures with the thick
heater and C-clamps. Data are for heater temperatures at the
chamber wall temperature, 10 deg above the chamber wall tem-
perature, and 10 deg below the chamber wall temperature.

Journal of Heat Transfer

perfect fit.) The result is Fig. 6. The value & used to correct
these data is 0.0088 W/K. Using Eq. 2 and the maximum tempera-
ture difference of 10 K gives an estimated side loss or gain of
approximately 0.1 W.

A simple test is conducted to observe the correlation between
the correction factor and the parasitic losses. To this end, the
heater is turned off and the cold plates are set to various constant
temperatures €30 to 0°C). This is done so that the parasitic
losses are isolated and magnified. In this scenario, the heater is 3.7
K to 1.4 K hotter than the cold plates. This temperature difference
is due to the energy gained from the surroundings by conduction
through the wires and radiation with the surroundings. Similar
results are seen in data presented by Zeng ¢8haWhere a 0.6 K
difference is seen with the cold plate at 10°C. Analysis shows that
these temperature differences are consistent with the correction
factor. However, quantitative results using these small temperature
differences(3.7 K to 1.4 K)are not possible since they are of the
same order as the uncertainties of the heater and cold plate tem-
peratureq1.4 K and 0.3 K, respectively

Uncertainty

A detailed uncertainty analysf®] is done for a test sequence.
At a 95 percent confidence level, the uncertainty in thermal con-
ductivity for the nine data points ranges between 3 percent and 4.5
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percent of the specified values. The two factors that have thi *
largest uncertainty percentage coefficients, UR@sgatest con-
tributors to overall uncertainjyare the thickness of the panel and
the heater temperature measurement. Variations in the insulatic °
thickness due to manufacturing tolerances with a resulting uncer ° o %
tainty of 3 percent cause the panel thickness UPC to be high. )
The uncertainties due to manufacturer tolerance in the RTD: @
used to measure the heater and cold plates are 1.4 K and 0.3
respectively. Maximum spatial variatioristandard deviation of
the measurementd$or the heater and cold plate temperature for
any one test are 1.0 K and 0.5 K, respectively. This spatial varia

%

k (mMW/m-K]
o
>

o
-
=
o
o
.
s

tion includes a ground loop error. Upon averaging, the total un- . : -l t2

certainties of the heater and cold plate average temperatures &

0.6 K and 0.2 K respectively. The dominant factor is the ground othick taster afehiskdedy awies Tamoved

loop error, which had not been discovered until after these test Scamps ameved SRl e S

were conducted. s - % i £ !
A useful method for evaluating experimental uncertainty is the Average T (C)

uncertainty magnification factor, UMF, defined as
X ok Fig. 7 Corrected measured thermal conductivity versus the
UMF:—ia— ©) average of heater and cold plate temperatures. These data
"ok X show that the difference between heater temperatures at the
chamber wall temperature, 10 deg above the chamber wall tem-
whereX; is thei'™ measured variable aridis defined by Eq. 1. perature, and 10 deg below the chamber wall temperature are
UMF is a nondimensional sensitivity and indicates the influenagthin the uncertainty of the measurement and are therefore
of the uncertainty of a particular variable on the uncertainty of theot differentiated.
result [10]. Even though each temperature measurement has
UMFs much greater than one, only the heater temperature mea-
surement dominates because of its large total uncertainty. OtheiThe temperature differences between the heater and the cold
factors that have UMFs larger than one are the thickness measynletes are typically 2 to 5 K in the ASTM standard. For the
ment and the voltage measurement. The systematic uncertaintydtuum panels the temperature difference is 30 to 60 K. This is
voltage is 0.16 percent, which is small enough to render its conecessary to increase the heat flux through the insulation to a
tribution to the overall uncertainty small. point where the power is at a level where the uncertainty is rea-
Various modes of heat transfer that are not taken into accountsonable.
the determination of the thermal conductivity are estimated. Con-The ASTM standard suggests using spacers along the edges to
duction through the RTD and heater wires is considered. Thispsovide the spacing between the plates. In this case any material
estimated to have an effect of less than 0.5 percent on the detagid enough to be used as a spacer would produce a significant
mined thermal conductivity. Although conditions were set sucheat path between the heater and the cold plates. Even though the
that radiation effects with the chamber wall were minimized, rasontact area would be small compared to the insulation panel, it

diation side effects have not yet been fully characterized. would be a significant amount of energy. Threaded rods or clamps
attached to the cold plates are used to hold the assembly in com-
Changes Over ASTM pression. The clamping pressure is adjusted until the thickness is

nearly uniform and the clamping pressure is sufficient to maintain
ontact between the insulation panels and the heater and cold
lates. The thickness of the assembly is measured with a mi-
ometer.
There are two methods for controlling the power to the heater.
e is to use constant power and wait for the system to come to
quilibrium. The second is to use a constant temperature control-
ler that adjusts the power to the heaters in response to the differ-
ghce between the set point and the temperature measured in the
enter of the heater. The latter method is used for two reasons.
irst, it reduces the time for the system to come to equilibrium.
@é’;; time to reach equilibrium with the former method is several

Several changes over ASTM C 11[14] are made because the
ASTM method is not adequate for very low thermal conductivit
insulation. The thermal conductivity of vacuum panels is an ord
of magnitude lower than typical insulation. For example, glase’
fiber, paper faced insulation has a thermal conductivity of 0.0
W/m-K [11]. These low values necessitate the several changes
outlined below.

The initial heater(called “thick heater” in this paperconsists
of a thin foil heater sandwiched between two aluminum plates
mm thick. Since the lateral heat flux would be very low, thi
ensures a uniform temperature across the heater.

The sample size specified in the standard is not specific ot
than the thickness should be no more than one third the maxim
linear dimension of the metered region. This is to maintain ed
losses to less than 0.5 percent. Vacuum insulation panels nee
have a large area compared to the thickness for two rea€bris:
reduce the edge losses, af®) to make the power level to the usually the chamber wall temperature.

heater sufficient to reduce the uncertainty in measuring the pow rTemper_aturet Iluctuatkons 'F‘I.g‘.e roo:\n maket It very ?'ﬁ'CUE for
For these tests each panel was 30.4&ea8.7 cmXx1.27 cm. € experiment to reach equilibrium. A room temperature change

Power ranges from 1.4 to 7 W depending on the set point. requires several hours for the test setup to reach a new equilib-
Even with thin panels the convection losses can still be signiﬁ'—um' A dedicated air condl_tlonlng unit is installed to hold _th_e
cant. Therefore, the entire experiment is placed in a large bell f§°M temperature constant independent of the rest of the building.
and the pressure reduced to approximately 1.3 i1@auTorr). is caused the standarc_i deviation of the chamber wall tempera-

This reduces convection losses from the edge of the heater dHig to be 0.6 K for a typical measurement.

from the edge of the insulation to the environment. With standagd. ial R | d Modificati

insulations the losses due to convection are negligible for m gptla esults an odifications

cases. With vacuum panels, the heat transfer through convectio® number of test sequences are conducted with different con-
at atmospheric pressure can be greater than energy going throfighrations to determine potential errors and to correct for these
the insulation. errors. The results are shown in Fig. 7. The different configura-

s. Through active control the power applied to the heater is
eater initially, during warm up, reducing time to reach equilib-
iygn to approximately 8 hours. The second reason is to maintain
€ heater temperature at a known predetermined temperature,
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Table 1 Test sequence configurations for data shown in Fig. 7

Minimal C-clamps Thin rod

Chart 12.7 mm Radiation RTD wires used for used for
Symbol Chart label thick heater shielding used clamping clamping

O thick heater X X

O shielded X X X

A wires removed X X X

| | clamps removed X X X

A thin heater with clamps X X

hd thin heater no clamps X X

tions are in Table 1. The first sequence, which is labeled “thick Even with these changes, there is still evidence that the heater is
heater,” is with the thick heatda heater foil sandwiched betweenradiating directly to the cold surfaces. The coolant tubes are insu-
6 mm aluminum plates), a large number of sensors and C-clamfaded with Mylar resulting a 3 percent decrease in measured ther-
The next sequence labeled “shielded” has radiation shieldingal conductivity. The C-clamps are in contact with the cold
added as seen in Fig. 8. Data labeled “wires removed” has tipéates. The sides of the clamps are therefore cold and in close
number of sensors reduced and the radiation shielding removptbximity to the heater and therefore could radiate a significant
The data labeled “clamps removed” are data with the C-clammsnount of energy between them. When the clamps are replaced by
replaced with small diameter threaded rod. The final two séiin threaded rods, which greatly reduce the area, the result as
guences labeled “thin heater with clamps” and “thin heater neshown in Fig. 7(see “clamps removed”is an additional 15 per-
clamps” have the thin heater, with C-clamps and with threadexknt decrease in measured thermal conductivity.
rod respectively. Each of these is explained below. Because reducing the area of the clamps reduced the heat loss
The initial heater(thick heater)consists of a thin foil heater from the heaters, a reduction in the exposed area of the heater
sandwiched between two 6 mm aluminum plates. The data labektbuld have a similar result. A thin foil heater, 0.16 mm thick, is
“thick heater” in Fig. 7 have 13 RTDs on each cold plate and 1#stalled between the two vacuum insulation panels. The result is
RTDs on each 6mm aluminum plate. These are installed to detarslight increase in thermal conductivity of approximately 2 per-
mine the temperature uniformity across the plates. The high carent(see “thin heater with clamps” in Fig.)Avhich is within the
ductivity of the aluminum ensures a more uniform temperatutencertainty estimate for these tests. The thin heater has an added
across the heater. The spatial variations in temperature as meanefit of reducing the time required to reach equilibrium from
sured by the RTDs are less than 1.2 K for the cold plates and @&+ hours to approximately 8 hours.
K for the thick heater. The final configuration has the thin film heater and threaded
The first change is to shield the test from the environmenid. The result is nearly identical to the test with the thick heater
Several layers of aluminized Mylar are wrapped around the eand threaded rod labeled as “clamps removed” and the test la-
periment. This results in an increase in thermal conductivity d&eled “thin heater with clamps” in Fig. 7. The correction factor
shown with open squares in Fig. (Bee “shielded”). Several needed for the thin heater is nearly an order of magnitude smaller
variations are tried and show that the shielding causes the edgethah the correction factor needed for the thick heater.
the heater and insulation panels to reflect energy to the cold platefhe thermal conductivity increases with temperature in all
as shown in Fig. 8. Thus, the shields are removed. casegsee Fig. 7). The increase is most likely due to two effects:
The next change is to remove the majority of the sensors ledirst, the temperature dependence of thermal conductivity of the
ing only three RTDs on each cold plate and three on each sideaofre material, second, not all the radiation is blocked by the added
the heater. This results in a decrease in measured thermal conadiacbon. This radiation appears linear over this small temperature
tivity of approximately 14 percent as compared to the “thickange.
heater” resultdsee “wire removed” in Fig. 7. The ionization gage is located in one of the ports at the base of
the bell jar(Fig. 1). The heat from the element, if left on, causes
a noticeable change in apparent thermal conductivity. In some
cases the effect can be approximately 1.2 percent. Therefore the
Radiation ionization gage is turned on only long enough to get a pressure
“Shield" reading.
In addition, contact resistance was considered between the
vacuum insulation panel and the heater and cold plates. A thermal

contact resistance for rough aluminum plate is on the order of
Cold Plate \,\‘\_\'\ 1 mPK/kW, [12]which is similar to plastics such as Teflon, at our
estimated contact pressure. Assuming that 10 percent of the sur-
/‘/J‘/" face is in contact because of the irregularity of the vacuum insu-
Vacuum /JJ\,«' lation panel surface causes about 0.1 K temperature drop. This
Insulation Heater amount is insignificant.
Panels N
N Conclusions
Cold Plate f""ﬂ Comparing the thermal conductivity for vacuum panels is dif-
ficult because pressure, composition, packing fraction, granule
size, density, test method and packaging can have a significant
effect on the overall thermal conductivity. Typical values mea-
sured(4 mW/m-K) are within 10 percent of the manufacturer’s
Fig. 8 Test assembly with thick heater and radiation “shield.” value of 3.6 mW/mK measured using ASTM C 518. They are
Radiation from heater and edges of vacuum insulation panel also comparable to those measured by Zeng €6&. mW/m-K)
reflects from radiation “shield” to cold plates. [8], and Smith et al(4.25 mW/m-K) [L3] which are measured
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without an outer wrapper. Hunt et di4] report values of 9.6 V = voltage to heater, V
mW/m-K with a plastic packaging and 7.2 mW/Khwithout the X; = ith measured variable
plastic packaging. k = thermal conductivity, W/rmK
Thermal conductivity coefficient for vacuum insulation panels ¢ = heat transfer rate through insulation, W
can not be measured adequately with the standard ASTM tech- g, = power supplied to heater, W
niques. Seemingly small amounts of energy which are inconse- Ax = insulation thickness, m
quential when applied to typical insulation materials using stan-
dard ASTM methods cause differences in the measured thermpgdferences
conductiv_ity c_)f more than 50 percent. Even with_ the convective 1] Wessiing, F. C., Stodieck, L. S., Hoehn, A., Woodard, S., O'Brien, S., and
losses minimized by conduc_tlng the experiment in a vacuum, thé Thoma;" S.. 2000, “Low Temperature, Low Energy CarfleoTec®) and
temperature of the surroundings and heat sources such as the ion- ppase change Material®CMs) for Biological Samples,” 3 International
ization gage can have a significant effect on the result. Conference on Environmental Systems, OOICES-338, Toulouse, France, July
The experiments show that adding thin radiation shields to iso- _10-13, 2000. ) , ]
late the system from the surroundings decreases accuracy. Radig! Zeng. S- Q. Hunt, A, and Greif, R., 1995, “Theoretical Modeling of Carbon
X . . Content to Minimize Heat Transfer in Silica Aerogel,” J. Non-Cryst. Solids,
tion interchange between the edges of the thick heater, edges of 1gg pp 271-277.
the insulation panels and the cold plates increases. Usings] ASTM C 117-97, “Standard Test Method for Steady-State Heat Flux Measure-
C-clamps to hold the assembly consisting of the thick heater, the ments and Thermal Transmission Properties by Means of the Guarded-Hot-
insulation panels and the cold plates causes significant heat trans- Plate Apparatus,” American Society for Testing and Materials, Philadelphia,
fer between the thick heater and the cold plates. Using a thins) yunt, A. 3., Jantzen, K., and Cao, W., 1991, “Aerogel—A High Performance
heater negates this effect. Similar conductivity results are obtained ' insulation Material at 0.1 bar/hsulation Materials: Testing and Applications
with a thick heater and no clamps, a thin heater and no clamps, or ASTM STP 1116, R. S. Graves, and D. C. Wysocki, edlsAmerican Society
a thin heater with clamps. for Testing and Materials, Philadelphia, pp. 455—463.

K . . 5] ASTM C 518-98, “Standard Test Method for Steady-State Thermal Transmis-
The_ dlﬁerences_ between the ASTM t_EChmqueS and th_e varloug sion Properties by Means of the Heat Flow Meter Apparatus,” American So-
techniques explained here are described and the rationale ex- ciety for Testing and Materials, Philadelphia, PA.
plained. A new ASTM technique for vacuum panels appears to bé6] ASTM C 745-92, “Standard Test Method for Heat Flux Through Evacuated
needed Insulations Using a Guarded Flat Plate Boiloff Calorimeter,” American Soci-
’ ety for Testing and Materials, Philadelphia, PA.
[7] ASTM C 1114-00, “Standard Test Method for Steady-State Thermal Transmis-
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omenclature [9] Coleman, H. W., and Steele, W. G., 19%Xperimentation and Uncertainty
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C = correction faCtor' WIK Analysis for Enginee;rSZ”d ed., John Wiley & Sons, Inc., New York, p. 50.
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A Method for Assessing the
Importance of Body Force on Flow
Boiling CHF

Experiments were performed to examine the effects of body force on flow boiling CHF.
FC-72 was boiled along one wall of a transparent rectangular flow channel that permitted
photographic study of the vapor-liquid interface just prior to CHF. High-speed video
imaging techniques were used to identify dominant CHF mechanisms corresponding to
different flow orientations and liquid velocities. Six different CHF regimes were identified:
Wavy Vapor Layer, Pool Boiling, Stratification, Vapor Counterflow, Vapor Stagnation, and

Separated Concurrent Vapor Flow. CHF showed significant sensitivity to orientation for
flow velocities below 0.2 m/s, where extremely low CHF values where measured, espe-
cially with downward-facing heated wall and downflow orientations. High flow velocities
dampened the effects of orientation considerably. The CHF data were used to assess the
suitability of previous CHF models and correlations. It is shown the Interfacial Lift-off
Model is very effective at predicting CHF for high velocities at all orientations. The
flooding limit, on the other hand, is useful at estimating CHF at low velocities and for
downflow orientations. A new method consisting of three dimensionless criteria is devel-
oped to determine the minimum flow velocity required to overcome body force effects on
near-saturated flow boiling CHHEDOI: 10.1115/1.1651532

Mohammad M. Hasan
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21000 Brookpark Road,
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facing heated wall orientations. Near-vertical orientations, on the
The vast majority of flow boiling critical heat flufCHF) stud- other hand, produce a wavy vapor layer that is driven by buoy-

ies in the heat transfer literature concern vertical upflow. This f1¢y forces along the wall, mimicking flow boiling CHF.
not surprising given this orientation provides the greatest floewnward-facing orientations produce very low CHF values re-
stability, with the buoyancy force aiding in vapor removal in théulting from stratification of a fairly continuous vapor layer be-
same direction as the liquid flow. Numerous horizontal flow CHReath the heated wall.

studies have also been published, albeit to a much lesser degredost studies on the effects of orientation on flow boiling con-
than vertical upflow. cern the drastic differences in CHF between vertical upflow and

For all orientations other than vertical upflow, buoyancy cawertical downflow. Simoneau and Simp#] showed vapor motion

greatly complicate both the vapor coalescence at the heated wiallyertical downflow switches from concurrent at high liquid ve-
including the CHF mechanism itself, and the vapor removal alongities to countercurrent at low velocities. CHF values for verti-
the flow channel. The role of buoyancy becomes even more cogl downflow were lower than for vertical upflow at the same
plex where only one side of the flow channel is heated. Orientga|ocity, but differences between the two opposite orientations

tions associated with upward moving fluid and an upward-facingreased with increasing liquid velocity. Mishima et[#} also

heated wall are generally advantageous because these orientatigngs, req smaller CHF for downflow than for upflow at the same

capitalize upon buoyancy forces to both remove vapor from tr\]/%Iocity. They examined the delicate equilibrium between liquid

wall and expel it axially in the direction of fluid flow. The Oppo'guertia and buoyancy force for downflow, illustrating how this

site is true for a downward moving fluid and a downward-facin - . -
heated wall. Here, buoyancy causes accumulation of the va ance can bring about stagnation of vapor masses in the channel

along the wall, as well as pushes vapor in a direction opposite3gd unusually low CHF values. Gersey and Mudap&con-
that of the incoming liquid. Hence, vapor accumulation along tH#med the findings of Simoneau and Simon and Mishima et al.in
heated wall and vapor removal along the flow channel are badrstudy of the effects of flow orientation on CHF in microproces-

highly dependent upon the magnitude of buoyancy force relatiger cooling.
to liquid inertia. The primary objective of the present study iS#)identify and

Low velocity flows are particularly prone to both low CHF andexplore CHF mechanisms associated with different flow boiling
complex flow interactions for downward flow and a downwarderientations, andb) develop a systematic method for assessing
facing heated wall. Here, weak liquid inertia greatly magnifies thiae importance of body force on flow boiling CHF. High-speed
role of buoyancy forces. Very small velocity flows approach podlideo imaging is employed to capture vapor behavior at condi-
boiling conditions for which studies have demonstrated apprgons just preceding the occurrence of CHF. These photographic
ciable sensitivity of CHF to heated wall orientatifih-5]. Dras-  studies yielded clear images of the vapor-liquid interface and
tically different CHF mechanisms were identified for different orie|ped track both the spatial and temporal behavior of the vapor-

gnt%ti%n. rangktles relative to gravity. These m_ﬁ;:ha?isms ?%Uldl id interface. CHF data are compared to predictions of previous
ivided into three main orientation regioffs]. The classical de- odels and correlations in an assessment of the suitability of these

scription of CHF from a horizontal surface encompasses UPWaIHols to thermal design of boiling systems at different orientations

and different flow velocities. Finally, this information is used to
fevelop a new systematic theoretically-based method for assess-
ing the significance of body force on flow boiling CHF.

1 Introduction

Contributed by the Heat Transfer Division for publication in th®URNAL OF
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 3, 200
revision received November 19, 2003. Associate Editor: M. K. Jensen.
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@ Heater Block Table 1 Uncertainty estimates for key measured and derived

Then’;l'l::guDle quantities

Heated Walt

. Parameter Symbol Uncertainty

Transparent Test

Moo Botlm Pate Thermocouples - <0.3°C

Flow Channet Pressure Py <0.01%

Velocity U <2.3%
Heat Flux q’.q5 <7.9%
Temperature Tw—Tin <0.9°C
difference

o o two-phase loop illustrated schematically in Figb)( Fluid tem-

j A.gﬂ: ggg;;; perature was modulated by a water-cooled flat-plate heat ex-
[ =F-— e changer followed by an in-line electrical immersion heater. The

latter was controlled by a variable transformer to finely-tune lig-

uid temperature at the inlet to the test module.

The working fluid used in this study, FC-72, is well suited for
flow visualization of the CHF mechanism. Unlike water, whose
CHF detection is sometimes accompanied by permanent damage
to test module hardware, the low boiling point (56°C at atmo-
spheric pressuregand low heat of vaporization of FC-72 produce
relatively mild temperature excursions at CHF. This helps ensure

i reusability of the test module following repeated CHF tests, as
Econanger Heater well as provide “ample” time for photographic study of vapor
v behavior at CHF with less concern over the likelihood of test

Turbine ontrol

Flowmeler  Valte module physical burnout.

&)

Valve

Fluid
Reservoir
Heater

Immersion
Heater

e e Variable

Back Resistance Area
Valve Flowmeter

By-Pass
Valve

Centrifugal
Pump

Filter Water

Heater Power

2.2 Photographic Techniques. A Redlake MotionScope
Fig. 1 (a) Heater inserted into bottom plate of test module; PCI 8000s high-speed digital video system was used to capture
and (b) Two-phase flow loop vapor-liquid interfacial features just prior to CHF. The video cam-
era in this system is capable of recording speeds from 60 to 8000
frames per secon(fps) with 256 gray scale levels, and its elec-
. tronic shutter can be modulated from 166 down to 10us.
2 Experimental Method Selecting an appropriate speed for the present study was based on

2.1 Experimental Apparatus. The apparatus for this stuolyseveral requirements, most important of which were lighting,

featured a transparent test module which enabled side-viewingrg?omt'on’ and minimal interfacial shift. Optimum video imaging

vapor behavior along a heated wall. The module was formed S réalized with a recording rate of 1000 fps and a shutter speed
bolting together two plates of Lexan, a polycarbonate plast 50 us. The system recorded av2 s of video, which consisted

which combines the attractive attributes of machinability, optic ?ﬁ:gv;gggl'ggﬂg:gwass’ e%(;ri]tiggggsrt‘g‘?mgﬁ Ztoztih%pflr);er:f.of the
clarity and relatively high deflection temperature. A 5.ql P

X 2.5 mnt rectangular flow channel was milled into the botto ow channel. The high shutter speed adopted in this study de-

e anded intense back lighting, which was made possible by a
plate of the test module. As shown in Figal, the heated wall 0-2400 W light source that was separated from the channel by a

fr?gﬂztf(?mm ?attglnaer‘lcjjgiac:’fe?utl:lop;?rnr;%a\?\?i;f\],vg:’?: ;\ilges '(:}sﬁ]réeg()"amuser plate. A high stability translation platform maneuvered the
pate, y alg amera along the flow direction. Three different camera positions

Chaf?”e'- Liquid FC-72 was introduce_d from_a compression ﬁttir\gere used, which enabled video imaging of either the upstream,
leading to a small plenum that was fitted with a honeycomb fio iddle, or downstream sections of the heated wall. This paper

straightener. An entry length 106 times the channel hydraulic fovides sequential images of the downstream one-third of the

\?vgllet(e'lthg%vclaggﬂ :‘ggyﬁ:r\geli% F;Z(rjteftljmi/\nlw tgptitgeﬁ:)nw Oéh?ﬁnget?é ated wall where CHF is detected. The time interval between two
) P ccessive images is 2 ms.

upstream and downstream of the heated wall. Similarly, pressure
transducers were connected to pressure taps at about the san®3 Operating Conditions and Test Procedure. Tests were
locations as the flow thermocouples. Output signals from thesenducted at eight different flow orientations as illustrated in Fig.
thermocouples and pressure transducers enabled continued m@niEach orientation is characterized by a specific flow direction
toring of the changes in fluid state during the tests. relative to Earth’s gravity, as well as orientation of the heated
The heater was fabricated from a single block of pure coppevall. The orientatiord=0 deg marks the horizontal flow orienta-
The heated wall measured 2.5 mm in width and 101.6 mm alotign with the heated wall facing upwards. Other orientations,
the flow direction. Heat was supplied by four 150-W cartridgevhich were examined at 45 deg increments, produced horizontal
heaters that were embedded in the thick portion of the coppsw, upflow or downflow, with the heated wall facing upwards or
block. As shown in Fig. 14), five sets Type-K thermocouples, downwards.
each consisting of three thermocouples, were inserted along the=ive inlet liquid velocities U=0.1, 0.2, 0.5, 1.0, and 1.5 m/s
heater to determine axial variations of both wall flux and walvere studied for each orientation. Since CHF occurred at the
temperature. A linear fit to the three thermocouple readings waswnstream thermocouple set, the CHF data were referenced to
determined at each of the five thermocouple locations. This temrermodynamic conditions at the heated wall exit. A constant out-
perature profile was extrapolated to the wall to determine the wiédt pressure oP,=1.38 bar(20 psia), corresponding to a satura-
temperatureT,,, while the heat fluxq”, was calculated from the tion temperature ofT,,=66.3°C, was maintained throughout
temperature gradient. Table 1 summarizes the uncertainty etltie study. For each velocity, the inlet temperature was modulated
mates for the key measured and derived quantities of this studip produce an outlet temperature of 63.3°C, corresponding to a
Fluid conditioning was accomplished with the aid of a compa&°C outlet subcooling, when CHF occurred.
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sembles pool boiling CHF from large horizontal surfaces. All four
remaining CHF regimes are associated with downflow and
downward-facing heated wall orientations at low velocities.

lg The six CHF regimes are described below in terms of both the
shape and temporal behavior of liquid-vapor interface. All the

135° 45°
1 photographs discussed below correspond to the downstream one-
N 7, third of the heated wall.

Upflow 3.1 Wavy Vapor Layer Regime. As depicted in Fig. 31f),
this regime is characterized by large vapor patches that form along
the heated wall, resembling a fairly continuous wavy vapor layer.
Downflow This layer prevents liquid contact with much of the heated wall,

producing broad regions of dry wall, except in wetting fronts,
4 N located in troughs between vapor patches, where virtually all the
i heat is dissipated. This regime was encountered at velocities of
225°

1 U=1.0 and 1.5 m/s regardless of orientation and encompasses
upflow orientations at lower velocities as well.

270° Figure 4(a)shows a series of seventeen sequential video images
of conditions corresponding to the Wavy Vapor Layer Regime.
These images were captured at 1000 fps, which allowed promi-
nent vapor features to be carefully tracked with time. Clearly, the
vapor patches and wetting fronts are not stationary, but propagate
along the heated wall. The waviness associated with this CHF

rﬁgime lends credence to the adoption of hydrodynamic instability

A consistent operating procedure was adopted throughout . e 4 )
study. Each test commenced by controlling the various Comp%]_eory is describing the vapor layer shape, amplitude, and propa

nents of the flow loop to yield the desired inlet temperature, outlgt"‘t'.on speed9,10]. I . .

pressure and flow rate. Heat was then supplied to the test modulg'gure 4(a)sh_ows_the liquid-vapor wavy interface is m"’?”ed by
heater in increments of 1—3 W/@ntwhich were reduced as CHFsmaIIer |nter_faC|aI _dlsturbances,_ ap_parently_t_he result of increased
was approached to refine CHF detec}icand data were recordedtur%wence Intensity at h'dghh liquid velocities. Galloway and
once hydrodynamic and thermal conditions were deemed steady. av_var[9,10]encountere the same Wavy vapor Layer_Reglme
Each test progressed through the single-phase and nucleate botf ertical upflow along a short heated wall. They too noticed that

regimes, generating a boiling curve, and was terminated immeg?- wavy vapor layer interface became increasingly marred by
ately after CHF detection. small disturbances with increasing velocity.

l horizontal orientations with an upward-facing heated wall re-
Downward-facing heater Upward-facing heater

0=90°

-— — 0°

Fig. 2 Flow orientation guide indicating flow direction, chan-
nel orientation, and heater location (indicated by black rect-
angle)

3.2 Pool Boiling Regime. Figures 3(a)shows this regime
3 CHF Regimes encompasses velocities below 0.5 m/s with the heated wall facing

Figure 3(a)shows all CHF data collected from this study in 4'PWards ¢=315, 0, and 45 deg Figure 3(b) shows small
flow velocity-flow orientation plane. The CHF data are groupeBUbPles coalescing into larger ones, which are detached by buoy-
into six different regimes for which representative photograpi@cy and driven across the flow channel to the opposite wall,
are depicted in Fig. 3(b). The most obvious feature of this CHfthere the vapor accumulates into yet larger vapor masses.
map is the existence of a dominavtavy Vapor Layer Regime . Figure 4(b)shows sequential images of this regime correspond-
corresponding to all high velocities at all orientations. At an#!g to #=0° andU=0.1 m/s. While the vapor masses seem to
below 0.5 m/s, there exist a number of complex CHF regimegropagate along the heated wall, the speed of propagation is much
Notice that the Wavy Vapor Layer Regime is prevalent even f&maller than in Fig. @), corresponding to§=90 deg andU
low velocities for the vertical and near-vertical orientatioms, =1.5m/s. The low liquid velocity in Fig.@) produces very mild
=90 and 135 deg, respectively. This regime is consistent wiflfag forces on the vapor features, evidenced both by the afore-
CHF depictions of flow boiling by Galloway and Mudaw&;10]. mentioned low speed of propagation of vapor masses, as well as

A Pool Boiling Regimeexists for low velocities, and=0, 45, the relatively mild deformation in the shape of coalescent bubbles
and 315 deg. Bubble behavior within these horizontal and ne&éeparting normal to the heated wall. This is the primary reason
behind the authors’ naming of this regime, which is dominated by
buoyancy forces. However, even in this Pool Boiling Regime,
increasing liquid velocity should help remove vapor along the
flow channel and preclude merging of vapor masses between the
heated wall and opposite wall.

20

3.3 Stratification Regime. The same low velocities that

_ , To- 180 caused .l:?uoyancy to dominate vapor formation in.the previous
Bk & & 5 & & & & 4 s s Pool Boiling Regime are responsible for the formation of a well
= o 2 205" separated vapor layer which stratifies against the heated wall for
. v=etms  horizontal and near-horizontal downward-facing wall orientations,
#=180 and 225 deg, respectively. As shown in Figh)3 this

Vapor Counterfiow Regime (@)

s \NO <O <O <o - |e=27o° . . . H H
| T Lv=dims  thick continuous vapor layer greatly impedes liquid access to the
Bom)o o - heated wall, resulting in very low CHF values.
—= » 0 = 270°

e e u=0sms The sequential video images of the stratified vapor layer in Fig.
Separated Concurrent Vapor Flow Regime (&) N .

4(c) show the vapor layer interface is somewhat wavy, but the

wavelength is fairly long, exceeding the entire heated length, and

has a very small amplitude. This behavior points to hydrodynamic

Orientation, 6

(@ (b)

Fig. 3 (&) CHF regime map; and (b) Typical flow characteris- conditions which promote a stable liquid-vapor interface. Such a
tics for each regime stable interface is very detrimental to the heat transfer process. An
Journal of Heat Transfer APRIL 2004, Vol. 126 / 163
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Wavy Vapor Layer Regime Pool Boiling Regime Stratification Regime

fe—— 330 mm——————| f— 33.9 mm | — 33.9 mm |
r —p Flow 5.0mm r el Flow f 9 JIS-O mm
B
(0
Vapor Counterflow Regime Stagnation Regime Separated Concurrent Vapor Flow Regime
fe—— 33omM——] | 33.9 mm | | 339 mm |
l —p Flow / 9e [15.0 mm | —pp Flow —> 9.
L O O O IR

(d) (e)

Fig. 4 Sequential images of vapor layer at (a) =90 deg and U=1.5m/s, (b) #=0° and U=0.1m/s, (c) #=180 deg and U
=0.1m/s, (d) #=225 deg and U=0.1m/s, (e) #=270 deg and U=0.1 m/s, and (f) #=270 deg and U=0.5m/s
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40 . T T T P,=1.38 bar,T,,=66.3 deg C, and 3 deg C outlet subcooling.
For all velocities, CHF increases from=0 deg to a maximum
around 45 deg, followed by a decrease to a minimum between 180
and 270 deg, before recovering again to #he0° value. The
three lowest velocities of) =0.1, 0.2, and 0.5 m/s exhibit strong
variations of CHF with orientation. These velocities produce very
small CHF values in the range of 18®<270 deg. This further
demonstrates the significance of buoyancy force compared to lig-
uid inertia at low flow velocities. As illustrated in Figs(t8 and
4(c—f), the relatively weak liquid inertia enables buoyancy to
dominate vapor behavior, causing vapor stratification against the
heated wall for6=180 deg, and inducing Vapor Counterflow,
Stagnation, or Separated Vapor Concurrent Flowé&er225 and
270 deg. Clearly, downflow and downward-facing heated wall ori-
entations should be avoided at low velocities.
L Figure 5 shows the two highest velocities, 1.0 and 1.5 m/s,
0 45 %0 138 180 225 270 315 360 cause appreciable diminution in the orientation effects on CHF.
Orientation, 6 Nonetheless, buoyancy still influences CHF at these two veloci-
] o ] ] ] ) ties. A CHF maximum at¥=45 deg can be explained by the
Fig. 5 CHF variation with orientation and flow velocity buoyancy force both aiding vapor removal away from the heated
wall as well as along the channel. &0 deg, buoyancy is per-

. ] pendicular to the heated wall but does not aid the vapor removal
unstable interface, on the other hand, causes both spatial and t8Bng the channel, while the opposite is true #5r90 deg. CHF
poral growth of interfacial amplitude, permitting liquid access tggr U=1.0 and 1.5 m/s decreases for all downflow and
the heated wall. downward-facing heated wall orientations, but to a much lesser
degree than for the lower velocities.

gSince the Wavy Vapor Layer Regime was observed for a large
faction of the present operating conditions, it is prudent to ex-
plore the dependence of interfacial instability on the forces which
influence vapor behavior at different velocities and orientations.
dThe speed of an idealized sinusoidal liquid-vapor interface be-
o?\_/een a vapor layer moving at velocity, and a liquid layer a;

an be expressed §%0]

al, (W cm?)

3.4 Vapor Counterflow Regime. This regime as well as the
two remaining CHF regimes discussed below are closely relat
to the relative magnitude of liquid inertia and buoyancy force f
downflow orientations at low velocities. As shown in Figag
the Vapor Counterflow Regime was encountereé=a225 deg for
U=0.1m/s. At this low velocity, the liquid drag force exerte
downwards upon the vapor is far too weak to overcome the
posing buoyancy force. The later pushes vapor backwards

wards)against the incoming liquid. The sequential images in Fig. piU+pgU

4(d) show the thick coalescent vapor layer moving backwards, c¢c=———2-2

albeit very slowly, as liquid continues to make contact over the Pt Py

downstream portion of the heated wall. \/ ok pfpg(Ug—Uf)z (P1—Pg) e COSO W
3.5 Stagnation Regime. This regime was encountered ~ Vopitpg (p1+pg)? (pitpg K

when the liquid drag force and inertia came into balance, effec- . . . .
tively freezing a thick coalescent vapor mass in place. As sholfiierek is the wave number. A negative argument in the radical of

in Fig. 3(a), this condition occurs a=225 deg forU=0.2 m/s Eg. (1) results in a wave speed containing both real and imaginary
and =270 deg forU=0.1 m/s. Figure @) and the sequential COMPonents. The imaginary component

images in Fig. 4(eghow liquid contact with the downstream sec- TRV —

tion of the heated wall is available over of a very small region. = \/pfpg(ug sz) (pi—pg) eCOSO_ ok @)
The sequential images show the thick, continuous vapor layer is (pt+pg) (pitpg Kk pitpg

virtually stationary. This behavior produced the lowest CHF val,h esents the combined effect of the different forces and dictates
ues of the present study. In fact, @225 deg, CHF at 0.1 /S yhe siapility (or instability) of the interface. The first term under
(corresponding to the Vapor Counterflow Reginveas actually e ragicai in Eq(2) is a measure of the destabilizing effect of
greater than CHF at the higher velocity of 0.2 m/s correspondifigartia or velocity difference between the vapor and liquid phases.
to the Stagnation Regime. The second term is the body force effect, which, for a terrestrial

3.6 Separated Concurrent Vapor Flow. The stagnant va- €nvironment, may be stabilizing or destabilizing depending on
por layer described in the previous section was purged from tRgentation of the wall relative to gravity. The third term accounts
channel with an increase in inlet liquid velocity that allowed thér Surface tension which is always stabilizing to the interface.
liquid drag force to overcome buoyancy. Figur@Bshows this ~ The critical wavelength, defined as the wavelength of a neu-
regime is encountered at=270 deg fortU=0.2 and 0.5 m/s. This trally stable wave, can be determined by setting the radical in Eq.
regime is complicated by significant disturbances along the vapé#) equal to zero.

liquid interface and bubble formation in a thin liquid layer at the 20 (Uy—Uj)?

heated wall which is, for the most, separated from the bulk liquid £ _ PP Fg— Vi)

flow. The sequential images in Fig(f4 show the vapor layer Ae  20(pitpg)

interface propagating with a large wavelength and small ampli- — 772 —

tude along the channel. Figuréa3 shows increasing liquid veloc- \/ pipg(Ug—Ur) } " (s pg)geCOSG- )
ity at this orientation from 0.5 to 1.0 m/s causes the vapor layer 20(pi+py) o

interface to become unstable, marking a transition to the Wavy

Vapor Layer Regime described before. Figure 6 shows CHF data for the limiting velocities of 0.1 and

1.5 m/s versus orientation angle. Also shown are predictions based
4 CHF Results on previous semi-empirical and theoretical CHF models. The In-
terfacial Lift-off Model, first proposed by Galloway and Mudawar
Figure 5 shows the variation of CHF with orientation for th¢9,10]in the early 1990s, is intended for the dominant Wavy Va-
five velocities tested. As indicated before, all these data are refpor Layer Regime depicted in Figs(b3 and 4(a). This model is
enced to thermodynamic conditions based on the heated wall ekidsed on the assumption that the wavy layer makes contact with
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Wavy Vapor Layer Regime tions, while the flooding limit is useful for estimating CHF at low
Wavy Vapor . velocities and downflow orientations. However, a more systematic
Pool Vapor o Counter- ! Pool and comprehensive methodology is needed to design thermal
Boiling Layer Stratification flow  Stagnation Boiling
Regime Regime Regime_| Regime | Regime_| Regime management systems that can overcome the effects of body force
=01 mi @=oams U=01mBiR =01 mel=01ms) - (=04 me) on flow boiling CHF for different fluids and gravitational fields.
20 . . ‘ . . . . Aside for terrestrial applications, such a tool is highly desired for
design of thermal management hardware in space applications.
’_,—-l~\ M alowr Lift-off CHF Mpdel
301-“”1\\\ rpciey AR Tehe -y 5 Methodology for Overcoming Body Force on Flow
'’ \\' Boiling CHF
e.g __,_&—""' Flow orientation is sometimes dictated by system consider-
; 20 - AN N ations other than heat dissipation. As indicated before, body force
= \‘ / influences flow boiling CHF in the following three ways:
o N\, t
AN I . -
I RN Measured CHF ™/ 1. The body force component that is perpendicular to the
ool Baiing CH  (Nejar 1581) \ /ool Baiting CHE | heated wall influences hydrodynamic instability of the
(Zuber et al., 1951) \‘ \\ e __" (Zuber et al., 1961 Vapor-liquid interface.
= / 2. The body force component in the direction (of opposite
0 1 1 1 i d H H H -
0 o p” o Yo, po puny pop %6 to) the liquid flow influences vapor removal from the chan

. nel and may trigger flooding at low velocities.
Orientation, § 3. Avery long critical wavelength may preclude liquid contact

Fig. 6 Comparison of CHF data for lowest and highest veloci- with a large fraction of the heated wall.

ties with predictions based on previous models and correla- Therefore, three separate criteria must be developed to over-

tions for 5mmX 2.5 mm rectangular channel and operating come the effects of body force on flow boiling CHF
conditions of present study ’

5.1 Effects of Component of Body Force Perpendicular to
Heated Wall. Equation (2) reveals interfacial instability of a

the heated wall over relatively short discrete regions correspor}POr-liquid interface in a flow channel is governed by the com-
ing to the wave troughs. It postulates that CHF will occur whefiined effect of inertia, surface tension, and component of body
the intense momentum of vapor generated normal to the wall d%/C€ that is perpendicular to the heated wall. Equat®rcan be
ceeds the pressure force resulting from the interfacial curvatufgarranged in the following form:
Recently, the authors of the present study modified this model to 21 o(pi+pg)

explore the effects of orientation and interfacial wave groptj. N oo U —U2

Their model predictions show good agreement with the 1.5 m/s ¢ Pipg(Ug=Uy)

data as shown in Fig. 6. Convergence was never achieved with 1 (pi—pa)(pr+ pa)20g, cOSE
this model forU=0.1m/s because of the large critical wave- =—{1+ \/1+4 T

length. Data for this lower velocity are compared to predictions of 2 pipg(Ug—Us)

the classical CHF model of Zuber et El2]for pool boiling from (6)

a horizontal upward-facing heated wall. The gravitational acce}_—he right-hand-side of E6) approaches unity when the compo-

eration,g,, in the original model was replaced cosé since ) .
the Taylgc])er instability gmployed in the mc?del is blgéjmésed on only tH&ENt of body force perpendicular to the heated wall is too weak to
component of gravity perpendicular to the heated wall. influence interfacial instability. This constitutes a sufficient condi-

tion for negating the influence of this component of body force on

, o(ps—pg)de cosH| M CHF and which corresponds to flows that fall into the Wavy Vapor
dm=0.13Jpghyg pZ | (4) Layer Regime. This condition can be expressed as
9
2
Figure 6 shows the pool boiling CHF model underpredicts CHF (pi=pg)(pi+pg)*oge COSH) ~ 1 G
data corresponding to the present Pool Boiling Regime because it pfng(ug—uf)4 | 4°

does not incorporate the benefits of liquid motion and its cont
bution to vapor removal along the channel.

Also shown in Fig. 6 are CHF predictions based on Nega
[13]flooding criterion

rJI'his criterion was examined by substituting the phase velocity
lifference by the characteristic velocity of the flow channel,
namelyU. The left-hand-side of Eq7) can also be expressed as

L 101 A o Va2 BoNVez,_ where _Bo and W_e are the Bond and Weber numbers,
q%:0.34 ) ( )pghfg[(pf /;g)ge h} Z[1+(@) } | respectively, which are defined as

Dn/ \Aw Pt 2
) We= —(p “jfu )L ®

which was derived for a closed-end vertical heated tube, where PITPel
Dy, A, andA,, are the heated length, hydraulic diameter, heated (pt— pg)ge COSOL?
area, and channel cross-sectional area, respectively. Figure 6 and Bozf- (©)
shows all 0.1 m/s CHF data belonging to the Stratification, Vapor
Counterflow, and Stagnation Regimes approach the flooding limit.Figures 7(ajand 7(b)show the variation of Bo/Wewith ori-
This limit occurs when vapor upflow in a pipe with a closedntation and flow velocity. The peak values of BoAMer
bottom prevents liquid from flowing downwards to replenish ligu=0.1, 0.2, 0.5, 1.0 and 1.5 m/s are 4503, 281, 7.2, 0.45, and
uid that has been evaporated. This situation resembles the vap®9, respectively. The large values corresponding 0.1 and
behavior observed in this study in conjunction with the Vapdd.2 m/s are consistent with the strong influence of orientation on
Counterflow and Stagnation Regimes, but not the Stratificati@HF for these velocities. Conversely, the small values of B8/We
Regime. for U=1.0 and 1.5 m/s are indicative of a very weak influence of

Figure 6 proves the Interfacial Lift-off Model is an effectivebody force on CHF for these velocities, as was clearly demon-
tool for predicting high velocity flow boiling CHF for all orienta- strated in the flow boiling experiments. Since the CHF data
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@
1 i . i . . . . Fig. 8 Variation of 1/Fr with flow orientation and velocity for
U=05ms | (a) all velocities tested and  (b) U=0.5 m/s
1.0m/s
15m/s
N‘” . . . . .
Eo sufficient criterion for precluding the occurrence of these flow
@ anomalies can be expressed for &inl by the criterion
1 (pi—py)9eDn
m— == * <0.13 (13)
400 4‘5 elo 1:;5 ulso 2;5 2'.10 s;s 360 5.3 Critical Wavelength Versus Heated Length. As dis-
Orientation Angle, 0 cussed before, low flow velocities can produce very large values
® of critical wavelength. Replacing the phase velocity difference by
the characteristic velocity of the flow channel, E6) reveals the
Fig. 7 Variation of Bo /We? with flow orientation and velocity largest value of critical wavelength is given by
for (a) all velocities tested and (b) U=0.5 m/s
270(pi+ py)
-~ Te (14)

pipgU*

Thus, to maintain a critical wavelength shorter than the heated

showed little dependence on orientation tbr- 1.5 m/s, the mag- length,L, the following Weber number criterion must be satisfied:

nitude of Bo/Wé for U=1.5m/s is used as a criterion for over-

coming body force effects on CHF. _ pfngZL _ (15)
Bo  (pr—pg)(pitpg)°ode (pttpy)o
— = OPINT <0.09. (20) . . .
we? pipgu 5.4 Minimum Flow Velocity Required to Overcome Body

Force Effects. It is now possible to combine the above three
5.2 Effects of Component of Body Force Parallel to criteria in pursuit of a comprehensive methodology to overcome
Heated Wall. Several complex CHF regimes were identified irhody force effects. Equationd0), (13), and(15) reveal that in-
the present study for predominantly downflow orientations at logteasing flow velocity is perhaps the most effective means for
velocities. The Vapor Counterflow and Vapor Stagnation CHF reatisfying these criteria. Velocity is an important parameter for the
gimes were both the result of the relative velocity between thfssign of thermal management systems in both terrestrial and
vapor and liquid phases, while the Separated Concurrent Vapgjace applications. For the latter, coolant velocity has a strong
Flow was a transitional regime between the Vapor Stagnation agglaring on pumping power and therefore overall power consump-
Wavy Vapor Layer CHF regimes. In the Vapor Stagnation angbn. Using low velocities is therefore vital to reducing power
Vapor Counterflow Regimes, the vapor took the form of a longonsumption provided the aforementioned flow anomalies can be
slug bubble as shown in Fig.(e). The rise velocity of a slug prevented.
bubble relative to liquid can be expressed 24] Figure 9 shows the minimum velocity required to satisfy the
(p1—pa)gesing D] above criteria as a function @f/g., the ratio of body force per
J Pi— Py gel/z h (11) unit mass to Earth’s gravity. This was accomplished by substitut-
Pt ing g in Egs. (10) and (13) by a. Avoiding body force effects
requires that flow velocity exceed values predicted by each of the
énree criteria. Only one of these criteria is dominant for a given
alue ofa/g,. Figure 9 shows fairly appreciable flow velocities
ill be required to overcome flooding effects, should a large body
force ofa/g.>75 be present in a direction opposite to the liquid
flow. Instability effects are dominant when a body forceadd,
1 |(ps—pg)gesing Dh\ <75 is present in a direction perpendicular to the heated wall, as
B U2 ‘<8-16- (12) surface tension effects become increasingly important. These in-
stability effects span Earth, Lunar and Martian environments. The
Figures 8(a)and 8(b)show the variation of 1/Fr for different heater length criterion is dominant for relatively low values of
orientations and flow velocities. Fay=0.1 and 0.2 m/s and a/g.. However, the transitioa/g, value between the instability-
=225 and 270 deg, where vapor counterflow and vapor stagnatibdominated and heater-length-dominated regimes is a function of
were observed, Fig.(8) shows the magnitude of 1/Fr is largerthe heated length; shorter heaters require higher velocities to de-
than 0.82. Conversely, Fig(® shows the magnitude of 1/Fr for crease critical wavelength below the heated length. Overall, the
the other higher velocities is less than 0.13. Since vapor countbeater-length-dominated regime appears quite significant for mi-
flow and vapor stagnation where not observedWer 0.5 m/s, a crogravity conditions.

U,.=0.3

WhenU,. exceeds the liquid velocity), the vapor tends to flow
backwards relative to the liquid. Vapor Stagnation occurs wh
the two velocities are equal. A sufficient condition for negatin
vapor counterflow and vapor stagnationUs,<U, which, for
sinf#=1, can be represented in terms of the Froude number,
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Heater-length dnstabily, dlooding A,, = heated area of channel

domnare? @) ) Bo = bond number
10 . . . . . . . c = wave speed
JFor ¢; = imaginary component of wave speed

Dy, = channel hydraulic diameter

Fr = Froude number

b We, =2mL=001m E g = earth’s gravitational acceleration

g, = acceleration in flow direction

g, = acceleration perpendicular to heated wall

o1 | //mL=an;L=1.om : hiy = latent heat of vaporization
P k = wave number

L = heater length in flow direction
P, = outlet pressure

U (mfs)

Bo/We?=0.09
0.01 |

g” = wall heat flux
1/Fi=013 §f 5 gm = critical heat flux
L Teatp = saturation temperature based on measured outlet pres-
0.00 6 Is I-s Is - 2 p 1* © ‘1 2 sure
107 107 10 107 10™ 10° 10 10 10 . . .
alg, Tin = mean inlet liquid temperature

T, = wall temperature

Fig. 9 Determination of minimum flow velocity required to U = mean inlet liquid velocity

overcome all body force effects on flow boiling CHF AU = velocity difference between vapor and liquid layers
U; = velocity of liquid layer
U, = velocity of vapor layer

Obviously, the validation of this methodology for determining Uj = rise velocity of slug bubble
the minimum velocity required to overcome body force effects on We = Weber number
flow boiling CHF will require future tests with other coolants,
especially in a reduced gravity environment. Such tests repres&figek Symbols

future goals for a follow-up study. 0 = flow orientation angle
. \. = critical wavelength
6 Conclusions p; = density of saturated liquid

This study examined the complex interactions between liquid Pg = density of saturated vapor
inertia and buoyancy force in flow boiling at different orienta- @ = surface tension
tions. High-speed video imaging provided representative images
of the vapor-liquid interface for different operating conditions and
helped track both the spatial and temporal characteristics of th&ferences
interface. Heat transfer measurements complemented the photgt] Class, C. R., DeHaan, J. R., Piccone, M., and Cost, R. B., 1960, “Boiling Heat
graphic study by providing a database for assessment of previous Tran_sfer _tO Liquid I_—Iydrogen from Flat Surfaces&dvances in Cryogenic
CHF models and correlations. Finally, a systematic methodology ng'”ee””g K. D. Timmerhaus, ed., Plenum Press, New Yskpp. 254~
was developed to determine the minimum liquid velocity required[2] marcus, W. R., and Dropkin, D., 1963, “The Effect of Surface Configuration
to overcome the effects of body force on CHF. Key findings from  on Nucleate Boiling Heat Transfer,” Int. J. Heat Mass TransBerpp. 863—

this study are as follows: 867. . , )
[3] Nishikawa, K., Fuijita, Y., Uchida, S., and Ohta, H., 1983, “Effect of Heating

1. Six different CHF regimes were identified: Wavy Vapor Surface Orientation on Nucleate Boiling Heat Transfétfoc. ASME-JSME

Layer, Pool Boiling, Stratification, Vapor Counterflow, Vapor LTS'E?HE “pg;“iign_glgfg'”t Conference Mori and W. J. Yang, eds., Hono-

Stagf‘fﬂiom an_d Separated Concurrent Vapor Flow. CHF is verys) mudawar, 1., Howard, A. H., and Gersey, C. O., 1997, “An Analytical Model
sensitive to orientation for flow velocities below 0.2 m/s, where  for Near-Saturated Pool Boiling CHF on Vertical Surfaces,” Int. J. Heat Mass
extremely low CHF values are measured, especially with Transfer40, pp. 2327-2339.

_faci ; ; ;1 [5] Howard, A. H., and Mudawar, 1., 1999, “Orientation Effects on Pool Boiling
downward facmg heated wall and downflow orientations. ngh CHF and Modeling of CHF for Near-Vertical Surfaces,” Int. J. Heat Mass

flow velocities dampen the effects of orientation considerably. The  Transfer,42, pp. 1665-1688.
Interfacial Lift-off Model is very effective at predicting CHF for [6] Simoneau, R. J., and Simon, F. F., 1966, “A Visual Study of Velocity and
high velocities at all orientations. The flooding limit, on the other _ Buoyancy Effects on Boiling Nitrogen,” NASA Tech Note TN D-3354.

. : . s _[7] Mishima, K., Nishihara, H., and Michiyoshi, I., 1985, “Boiling Burnout and
hand, is useful at estimating CHF at low velocities and for down Flow Instabilities for Water Flowing in a Round Tube under Atmospheric

flow orientatio_ns. ) o ) Pressure,” Int. J. Heat Mass Transfag, pp. 1115-1129.
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Stability and Oscillations in an
. Lo | Evaporating Corner Meniscus

P. C. Wayner, Jr. A Constrained Vapor Bubble Loop Thermosyphon, CVBLT, made of quartz was used to
study the stability and oscillations of an evaporating curved wetting film of pentane in a
corner. The film thickness profile was measured as a function of heat input, time, and axial

The Isermann Department Of(.:hem.'cal position using image analyzing interferometry. The curvatures and apparent contact
Er.]g'”ee.””g' angles for the evaporating film under various operating conditions were obtained from the
Rensselaer Polytechnic Insfitute, measured film thickness profiles. Instability (oscillation) of the liquid film was observed at
Troy, NY-12180 relatively higher values of the heat input. The behavior of the curvature and the apparent
contact angle of an oscillating film with changes in heat input was evaluated. Moving
S DasGupla velocities of the oscillating film were calcula_lted from the _measured val_ues of the liquid-
- OF wall wetted lengths and were found to be directly proportional to the difference between
Department of Chemical Engingering, the instantaneous force acting on the curved film and the reference force. Using an
Indian Institute of Technology, Kharagpur, augmented Young-Laplace pressure jump model, the effect of the excess free energy at the
Pmeﬁgé contact line on the oscillations was demonstratddOl: 10.1115/1.1652046
Keywords: Evaporation, Heat Transfer Instability, Surface Tension, Visualization, Con-
tact line
Introduction face assuming that the evaporation takes place only from the thin

r1‘é'l_m region of the meniscus. Stephan and Bugk&| have pre-

Intermolecular interactions in the three phase contact line : .
gion, where a liquid-vapor interface intersects a solid substrafee.med a model for the calculation of the radial heat transfer coef-

have been extensively studied because of their importance lEie”t |r][_heatfp|pes_ ‘f[v't? opetn groov?s and ha\llet sr;ﬁwn V\;hy ';_he
many equilibrium and nonequilibrium phenomena such as Contgasumptlon Of ?r:' inter acle gm?era lure equal to d_et_sa urfatlhon
angle, adsorption, spreading, evaporation, condensation, wetﬁﬁ \perature of the vapor leads (o a large over-prediction ot the

and stability. The gradient in the liquid pressure due to interfacigttial heat transfer coefficient. Swanson and Petefrsépdevel-

and viscous forces along with the pressure and temperature diff@ped @ mathematical model of the evaporating extended meniscus

ences at the liquid-vapor interface control fluid flow and phadB & V-shaped channel to investigate the effect of wedge half-angle
change heat transfer processes in these microscale systems.2Afl vapor mass transfer on meniscus morphology, fluid flow, and
though there are numerous theoretical studies for these systef@t transfer. Khrustalev and Fagft7] developed a mathemati-
we find that there is a lack of data on the oscillating contact lirfedl model to describe heat transfer through thin liquid films in the
region with phase change. Such data are presented herein fol€4aporator of heat pipes with capillary grooves. Babin ef28]
evaporating extended meniscus in a corner. tested a trapezoidal heat pipe with a square cross-section o1 mm
Deryaguin and his coworkefs.g.,[1-3]] demonstrated the use and a length of 57 mm. Wu and Peterd@6] studied a wickless
of the disjoining pressure gradient to evaluate the effect of intemicro heat pipe of dimension>11x 10—100 mm. They success-
facial forces on surface films and film transfer due to interfaciflilly used the Young-Laplace equation to describe the internal
forces on enhanced evaporation of liquid from capillaries. This lgtliid dynamics of this integrated device. From these works it was
to the use of a Kelvin-Clapeyron model to describe the effects obncluded that the longitudinal groove design was crucial to in-
both interfacial shapécapillary and disjoining pressure jumps crease the heat transport capacity of these miniature devices and
and interfacial temperature jump on the heat transfer charactetise small grooves provided the necessary capillary forces for the
tics of a stationary evaporating menisdds-6]. A more detailed liquid to flow back into the evaporative zone. Analytical predic-
analysis of the same configuration was done by Homsy and afon of the axial dry out point for evaporating liquids in axial
workers[7,8]. Additional research on the stationary evaporatingiicrogrooves and experimental verification of the predicted loca-
extended meniscus has been dfes.,[9-15]. These concepts tions of the dry out points were also carried ¢29].
have also been used to study the motion of voldtle-18]Jand  \while the above investigations provide valuable information on
nonvolatile [19] drops subject to capillary, thermocapillary, ancbyaporating flow in microgrooves and thin films, the detailed ex-
gravity forces. Burelbach et 120] and Sharmd21] have ana- perimental measurements and complementary analyses of the re-
lyzed the effect of evaporation and condensation on the Stab”gﬁlting data on curvature, apparent contact angle and particularly
of thin film domains. A review is given if22]. _ instabilities of thin evaporating films are not found in the litera-
Capillary fluid flow in the comer of the Constrained Vapor e ‘| the CVBLT system developed for this study, the thermal
Bubble Loop Thermosyphon, CVBLT, used herein is important,qiions were well controlled. The stable film could be driven to
Felgteq res_earch includes extensive studies on the ber“"‘\"orin%ftabiIity when the input heat flow rate due to conduction in the
iquid films in tlhg grogves Odf he?t Fransfer (:]evu{%a?a. AY_ lass substrate was increased to a critical level. Using image ana-
yaswamy et al{23] obtained solutions to the two- |menS|ona€ zing interferometry, the apparent contact angle and interfacial

equations of motion governing steady laminar flow in atriangula¥ rvature of the meniscus in the three-phase contact line region
groove with the free surface governed by surface tension forced! p 9

Xu and Carey[24] used an analytical model to predict the heapere obtained from the measured film thickness profiles. Effects

transfer characteristics of film evaporation on a microgroove SLRI power input to the heater and axial location on_the |nsta_b_|llt|es
of thin films of pentane were also measured. Moving velocities of

. - o the oscillating film were calculated from the measured values of
Contributed by the Heat Transfer Division for publication in th®URNAL OF he liquid T dl h f bal f h illati
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 3, 2003;t e !QUI 'Wa W?tte ! engths. A force balance for the oscillating
revision received December 2, 2003. Associate Editor: K. D. Kihm. meniscus involving intermolecular, and shape governed forces
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Pressure transducer . to permit a long wire, and therefore high heating power. An insu-
lation paste was then applied to the wire. With the platinum wire
A —— YV VYV VAfow wrapping around the cell, a symmetrical temperature distribution
prevent condensation Barrier i A on the vertical cell wall is ensured. The heaters and the cooler
_— |’* T:S“PP"m“gmd were powered by two separate DC power supply. Due to the large
three dimensional temperature gradients in the solid, the DC

power input,Qy, is used to discuss the data herein. In turn, this

Vapor 5 - il was correla_ted with a temperature gradient on the wall surface.
Platinum wire heate — The outside wall temperature profile was measured using an
'\i: automated PC-based LabView data acquisition system. Twenty-

ig’x one Chromel-Alumel thermocouple bea@$hown as bold black
Microscope

Working liquid —

|_—Cooling assembly

L34
5
9
S

1]
b\

dots in Fig. 1.)with a diameter of 0.3 mm were pasted onto the
L» quartz cell with a spacing of 2 mm. A 32-channel thermocouple
Thermocouple A — amplifier (National InstrumenSCXI-1102)was used that filtered
and isolated noise from the signals, and amplified low signals. A
% Liquid cable assembly connected the module to the data acquisition
board (National InstrumenPCI-MIO-16E-9 in the PC. In these
experiments, the gain was set at 100 so that the accuracy of the
temperature measurement can reach 0.5°C. In fact, the effect of
the uncertainty of the temperature was further reduced since the
temperature difference with respect to the surroundings will be
used in future theoretical analysis.

To measure the vapor pressure directly, a pressure transducer
was placed on the top. A heating tape was wrapped onto the por-
.%; of the tubing close to the transducer. In this way, the vapor

CVBLT —_

Valve Holding Round glass tubing

clamp

Fig. 1 Experimental setup of the CVBLT (not to scale). The
region viewed by the microscope has a square cross-section.

was usgd t(t)hdescrlbg thet c:sctlllgtlnt? vel(?jc;tr)]/. Addltlonalt ddegal ondenses significantly only in the condenser region. The pressure
concerning the experimental study beyond those presented in sducer data confirmed that the vapor was pure within the cell.

next section can be fqund (30]. . . To facilitate cleaning, the setup was designed to have two ends
The objectives of this paper are to describe a new expenmené;llaé

. . he quartz cell straight open during assembly. A syringe with a
design, to present a set of expe_rlmental results,_ _anq to analyze tic tubing on top of the needle was used to flush the cell at
lr_neasur_ed f%ce bala;]nce for ];Iu'd flow and f‘tab'“ty in the conta gh speed with the working liquid. The vertical loop cell was
ine region. Due to the complex, transient, large temperature gid§ onto the aluminum base plate and was mounted on a three-
dients in the system, a theoretical analysis of the details of t

) . . . y translation stage for the microscope. The loop system was
three dlmer_15|onal temperature and heat flux fields is beyond ced on an air-buffered optical bench to eliminate any vibration
scope of this paper.

affecting the image from the CCD camera, specially at higher

. . magnifications.
Experimental Studies g

Purification of the Liquids. Pentane, which is completely Measurement Techniques and Data Analysis

wetting in the fused quartz celiwith purity of 99+ percent, as  The interference phenomena associated with reflected mono-
supplied by Aldrich Chemicalsvas chosen as the working fluid. chromatic light were used to determine the thickness profile of the
To remove the noncondensable ges., air)in the working fluid, liquid film in the CVBLT experiments. When monochromatic

a vacuum distillation setup was built based on the fact that whéght from the microscope was normally incident on the CVBLT
the vapor of the working fluid solidifies in a liquid nitrogen concell through the objective, the reflected light from the solid-liquid
denser, the noncondensable gas remains in the vapor [B@ke and the liquid-vapor interface of the thin liquid film interfered
Experimental results show that air can be completely removed bynstructively or destructivelye.g., [30—-37]. A picture of the

purifying twice. observed interference fringe patterns for two different cases is
presented in Figs. 2(and (b). Destructive interference occurred
General Experimental Setup of the CVBLT when the optical paths of the two reflected beams were such that

Figure 1 shows the experimental setup of the vertical loop ce?hey were out of phase by due to a phase shift at eaph interface.

The loop system consists of a quartz CVBLT o@guare cross N tiS casen,<ni<ns, wheren was the refractive index, and

section: inside dimension: 3 m&B mm: outside dimensions: subscrlptsp, I,.ands denoted vapor, liquid and solid, respectively.

5.5 mmx5.5 mm; length: 60 mim square glass tubinginside Constructive |nterferencg occqrred when_the two reflected t_)eams

dimension: 6 mm> mm: length: 100 minand round glass tub- were in phasg. The _relatlonshlps for the film thickn@$sassoci-

ing (inside diameter: 3 mm). Although quartz has a low therm&t€d With the intensity for these two cases are

conductivity, the advantages of transparency were more important A

than this limitation. The inclined tubing prevents the condensate 6=(2m+ 1)m Minima Q)

from flowing back to the quartz cell. In addition, the square tubing !

conveniently allows the placement of eight thermoelectric coolers A

(Melcor®), which were used in conjunction with extruded fin heat o= mﬁ Maxima 2)

sinks on each side. A highly thermal conductive paste was applied !

to all the contacting surfaces. A fan was placed above the finswterem was the order of the fringesn=0,1,2. .. ,n; was the

effectively carry away the heat. The cell was isolated from thefractive index of the liquid, and was the wavelength of the

resulting forced convection environment by a plastic barrier. Thmonochromatic light. Note that the smallest film thickness for a

design of the cooling system was important since only efficiemtavelength that could be determined directlyq. (1), with m

heat removal can generate sufficient vapor flow from the evaps-0), were 0.0802um for blue, 0.1um for green.

rator to the condenser. Using a conventional microscope light source projected through
A platinum wire with a nominal resistance of 12.84 ohm wathe objective of the microscopé.eitz Model SM-LUX HL),

wrapped onto grooves on the outer wall of the upper position afonochromatic light from &g arc with a narrow band filter

the CVBLT cell. The grooves were made with a spacing of 2 mit543.5 nm or 435.8 nmyas used to illuminate the cell. The image
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Wall

0" dark fringe

Liquid

Fig. 3 One corner of the CVBLT with the geometrical param-
eters. Relative distance, y, is along AB and film thickness  &'is
measured perpendicular to AB.

0™ dark fringe

angle was presented in Zheng et[&0,34,35]and used for this
study as well. The expression developed in that work can be used
to obtain simultaneously the curvature and the apparent contact
angle for a curved film of either a partially wetting fluid or a
completely wetting fluid in the region where disjoining pressure
b can be neglected. Following their derivation, the locatighof

() the film thicknesg o) for the corner meniscus drawn in Fig. 3 can
be written as

Fig. 2 (a) Interference pattern of the stationary film at X )
=2.13mm Q,=0, #,=0, K=961x8m™'; and (b) Interference sin 6, 1
pattern of the stationary film at ~ x=2.13 mm with Q,=1.92 W, y=c+
0,=1.23°, K=2015+24 m~1.

cosé,
- - 5) (3)

K K2 | K
The two unknownsK=r "1 (curvature)and 6, (apparent con-
tact angle a=0) can be obtained simultaneously by best fitting
the experimental film thickness profile to obtain the minimum of
the function, Eih':l(yexp'i—yca,,i)z), whereN is the total number of
observable dark and bright fringes. The subscripts “exp” and
4Gal’ denote the experimental data and best fitted values obtained
rom Eq. (3), respectively. Note that the liquid-wall contact line
length, c, in Eqg. (3)is canceled out during the data fitting since
only the relative distances between the fringes to the first fringe
are needed. Equatidi3) is used here to obtain the curvature of a

captured through a CCD camefaavelin Ultrichip™ was digi-
tized into 640 pixels (horizontak 480 pixels (vertical) by the
frame grabbefData TranslationPT 3155), and the digitized im-
age was assigned one of 256 possible gray values representin
intensity from O(black) to 255 (white). For the CCD camera—
microscope, at 100 objective combination used in this study,
each pixel represented a diameter of 0.088; for a CCD
camera—microscope at %0 objective combination, each pixel concave film in the corner of the cell

represented a diameter of 0.174ih. A plot of gray values versus The work by Zheng et a[30,34]also included a detailed error

the distances was then extracted from the interference fringes us . ; . X - .
ing the image processing softwatdledia Cybernetics, Image analysis associated with the resolution of the image processing

Pro-Plus). The curvature of the curved film was obtained usifgyStem. They have shown that the error associated with the system
image analyzing techniques. Due to the fact that thicker liquiSOlution increases as the curvature increases, the apparent con-
films absorb more light, the upper value of the film thickness thiCt angle increases, the wavelength decreases, and the number of

could be accurately measured was limited to about &#6 ark fringes used for the data fitting decreases. Their experimental
g_sults with pentane as the working fluid showed that €.

In general, the optical technique used herein can be called | ; X g . X ;
age Analyzing Interferometry, IAI. A similar approach used b escribed the film profile in the thicker portion of the meniscus

Weigand et al[33] has been called reflection interferometry. Dag¥ithin an accuracy of 1 percent when the curvature is constant.

Gupta et al[31] and Karthikeyan et a[32] used an image ana- The accuracy of the data fitting based on th_e assumpt_ion of a
lyzing interferometry to measure curvatures of a completely w onstant curvature can also be used to determine the region where

ting liquid film. Under the assumption that the square of the slopbl€ disjoining pressure or viscous flow affects the profile because

(ds/dy)?, was very small compared to one, the curvature ng an observable curvature gradient.

obtained from the slope of the plot of the square root of the film

thickness @6Y%/dy). For the isothermal CVBLT with a small Results

inclination angle and the intermediate region of the non- It was observed in the pentane/fused-quartz system that when
isothermal CVBLT, the curvatures were relatively small and theo heat was supplied to the CVBLT, the film was at equilibrium,
experimental data agreed well with the theoretical results. Howery stable, and the apparent contact angle of the film was equal
ever, with high evaporating rates and/or with partially wettingo zero. Isothermal hydrostatics was used to confirm the accuracy
liquids, a new analyzing technique is needed since the value affthe experimental procedures by measuring the variation of in-
(dé/dy)? becomes too large. Therefore, using the definition of therfacial curvature with vertical distand80]. As the input heat
curvature, an improved analytical expression for the curvature afl@w rate due to conduction in the glass was increased, the shape
function of the film thickness profile and the apparent contaof the meniscus changed and, at a certain level, the film was
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Table 1 Variations of the values of D, and D, for the fringe

patterns at different power inputs to the heater at X=2.13 mm 1.4 0 Experimental Data
—~— Fitted Results using Eq. (3)
Qu (W) D, (um) Dy, (um) 1.2 —ow 0.88W 1.92W
0 38 1 £ N\ 1esw
1.65 48 9 S 17 \
1.92 52 6 w
2.34 56 4 208
3.15 63 3 @
2 o6 |
2 0.6
&=~
. . . . ) . Eoaf}
driven to instability and started to oscillate. The onset of instabil- &
ity, apparent contact angle and curvature of the meniscus varied 02 b
with power input and axial location. The effects of power input to ’
the heater and axial location on the instability of the thin film of 0 :

pentane will be discussed first. Subsequently, the oscillating phe-
nomena will be analyzed using a macroscopic interfacial force
balance that relates contact line velocity to interfacial forces and
apparent contact angles.

45 60 75 90
Relative Distance, y (um)

Fig. 4 Film thickness profiles at  x=2.13 mm under different
power inputs to the heater. The arrows represent oscillating

Effect of Power Input to the Heater on Pentane Film Insta- fim

bilities. To study the effect of power input to the heat&{() on

the film oscillation in the vertical loop cell, a particular axial

location,x, was chosen. The position=0 was located immedi-

ately below the platinum wire heater where the first thermocoupige apparent contact angle remained zero when the power input
was pasted. The power input to the heater was increased gra@iithe heater was increased from 0 to 0.88 W, and the film was
ally. At each level of the power, data were taken after the CVBLStable throughout this range. The curvature varied little around
reached steady state, which usually took about one or two houre00 mi ! when 6,=0. When the power input to the heater was
The interference patterr(&ig. 2(a) and (b)), which give the film increased from 0.88 W to 2.33 W, the film was still stable, but the
profile, were found to be a function of local thermal conditions ogpparent contact angle increased from 0 to 2.4 deg, and the cur-
the surface. We note that the profile change is easily observegiyre increased to 208064 m™*. The apparent contact angle
The film was very stable when no heat was applied. As the powgks obtained from a constant curvature fit to the data and above a
input to the heater was increased gradually, the film started gQckness ofs=0.1 um, the constant curvature fit was very good.
recede towards the corner of the cell. The spacing between intRwever, there was a curvature gradient theoretically near the
ference fringes decreased. The apparent contact angle, evalugiiftact line(which could not be measurgthat should theoreti-

at zero thickness, as obtained from E8), the interfacial curva- cally result in a real contact angle a0 equal to zerde.g.,

ture and the temperature profiles were obtained. The uncertaipfp]). when the power input to the heater reached 2.34 W, the film
in the location reading was.0.01 mm and the uncertainty in thepecame unstable, and the apparent contact angle and curvature
power reading was-0.05 W. The power input to the cooler waspscillated around an average value of 2.64 deg and 1819
set at 4.35 W. In order to give a clear demonstration of the recedtg 1771 Ag power input to the heater was further increased to
ing of the film, the distance between a leftmost position and the15 \, the contact angle oscillated around a larger average value
position of the first dark fringeD, and the spacing between theqt 4 1 geg, and the curvature oscillated around an average value of
first two dark fringesD,,, were measured. Table 1 lists variations)3g1+131 X, Similar results were obtained at different axial

of the values oD, andD 4, for the fringe patterns as a function Oflocations in the CVBLT and will be discussed next
power input. As the power input to the heater increased from 0 to '

1.92 W, the first dark fringe of the film receded froM, Effect of Axial Location on Film Instabilities. To system-
=38um to D;=52 um towards the corner. The uncertainty inatically study the effect of axial locatiofx) on film instabilities,
the fringe spacing reading was 2.5 percent. The spadng, the variations of film profiles, apparent contact angles, and curva-
decreased from 14&m to 6 um. At Qy=2.34 W, the film started tures were measured at a number of axial locations under different
to oscillate, representative values®f andD 1, were 56um and power inputs to the heater. The power input to the cooler was set
4 um, respectively. The film length decreased, and then increasatlQ.=4.35 W. Two values of the power input to the heater were
The motion of the film for any power higher than 3.15 W washosenQy=1.79 W andQy=2.26 W.
very fast, and the fringes became blurred indicating the oscillationThe axial variations of the apparent contact angles at these two
of the film. power inputs are plotted in Figs. 7 and 9 and the curvature varia-
The film thickness profiles at an axial locationyf2.13 mm tions are plotted in Fig. 8 and 10. As is evident from these two
of the CVBLT under different power inputs to the heater arégures, the film was stable and spread out close to the cooler
shown in Fig. 4. For two of the Profiles, the apparent contathigher values ok) for both the power inputs. At a location be-
angles,f., and curvaturesK, are given at the bottom of Fig. 2 tweenx=3 mm andx= 3.6 mm, i.e., near the cooler, the apparent
with an error estimate for the curvature. Since it involves only theontact angle was zero f@y=1.79 W, as shown in Fig. 7. For
slope, the error in apparent contact angle is considerably less. Tégs than 3 mm, the apparent contact angle started to increase but
circles in Fig.(4) represent the experimental data, and the solithe film still remained stable tilk=2.74 mm. The two vertical
line represents theoretical results from E®). The number of dashed lines represent two distinct regimes of operation. The re-
fringes observable decreased wh@p increased. At the higher gion right to the rightmost dashed line represents a region where
power inputs to the heater, the film oscillated faster and the filthe film was stable, the apparent contact angle was equal to zero
profile became steeper. A representative figliig. 5) shows the and the curvature was nearly constant. In the region between the
film at different stages of oscillation with the values of curvaturavo vertical dashed lines, the film was still stalf® oscillation),
and apparent contact angle at each instant. The apparent contatta gradual increase in the apparent contact angle and curvature
angles and curvatures for the film thickness profiles presentedwere observed. In the region left of the dashed lines, oscillations
Fig. 4, were obtained and plots of their variations with the powef the film were noticed as can be seen in the multiple values of
input to the heater are shown in Figad and (b), respectively. curvature and apparent contact angles at a specific heat input.
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0" dark fringe §

®

t=0,0=3.1°
K=2725+104m™ t=0.23sec, 6 = 3.24°
K=1997+80m™

t=0.03sec, 0 = 3.11° t = 0.3sec, 6 = 2.77°
K=2511+95m™ K=2861+97m™

t=0.1sec, 0 = 3.51° t=0.37sec, 6 = 3.14°
K=1482+56m™ K=2213+84m™

Fig. 5 Interference pattern of the oscillating film at x=2.34 mm with Q=179 W

Closer to the heater, the local heat flow rate increased and the flemger than that at the lower power input to the heat® (
receded to the corner and started to oscillate for a specific heat. 79 W). The apparent contact angle started to increase towards
input. At x=2.74 mm, the film started to oscillate around an avhe heater end at=3.6 mm, where the length of the unstable
erage contact angle of 1.54 deg. As can be seen from Fig. 8, #egion was 0.5 mm longer. These results clearly demonstrate that
curvature near the heater was about 884m ! and increased the contact angle varies more rapidly with a higher power input to
slowly to 143829 m ! at x=2.74 mm. The resulting pressurethe heater, indicating more intense evaporation. The increase of
gradient caused the liquid condensate to flow from the condené@® pPower input to the heater also elongated the dry out region.
to the evaporator against both gravitational force and viscofjiduré 10 shows the variation of the curvature in the axial direc-
stress. FoQu=1.79 W, in Figs. 7 and 8, the film started to osdlon. As can b%feen, in the staﬂe region, the curvgt_ure increased
cillate atx=2.74 mm, shown by the multiple values of contactom 9868 m = to 1689+30 m - to provide the driving force
angles and curvatures at a specific axial location and highlight#ithe corner for the condensate return. In the unstable region, the
by vertical lines showing the amplitude of the oscillation. At film oscillated around its average curvature at each axial location
=2.74 mm in Fig. 7, the contact angle started to oscillate arouddth the average value changing from 17080 m ! to 2000
an average apparent contact angledof 1.54 deg. Closer to the =110 m 1. At even higher power inputs, the fringe spacing be-
heater ak=1.99 mm, the film oscillated around a larger averageame smaller and as the film experienced more intense oscilla-
apparent contact angle @.=3.82 deg indicating more intensetions at higher values of heat input, the fringes became blurred
evaporation. The average contact angle was found to increase #nd generated a wave-like front due to rapid movements.
early with axial location. The average value of the curvature re- Figure 11 shows the corresponding temperature profiles for dif-
mained relatively less affected by the axial location with valugérent power inputs to the heater with the power input to the
changing from 143829 m™* to 2113+106 n L. cooler atQ-=4.35W. It is to be noted tha®. andQ, are not
Figures 9 and 10 represent a comparison with a higher po\,\}alanced due to heat loss to the surrounding and that the outside
input to the heater equal to 2.26 W. Compared to a lower powsyrface temperatures in the bulk liquid region at different heater
input to the heater, the film receded further towards the corn@gwer inputs were slightly different. The temperature profile be-
and the fringe spacing became sharply smaller. Figure 9 givesame steeper as the power input to the heater was increased. The
comparison of the apparent contact angle variations at these difmperature data was fit with a smooth curve to obtain the tem-
ferent power inputs to the heater. In the unstable region, the slqperature gradient. The local heat flow rate calculated uQigg
of the average contact angle versus axial location at the highekAdT/dx|,—1 21 mmfor different power inputs to the heater is
power input to the heated;=2.26 W) was 4, which is 1.4 times shown in Fig. 12. As can be seen, the local heat flow rate in-
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‘s : . i . Oscillating Films.  Figure 13 illustrates the macroscopic inter-
o 6. =0 | . . facial force balance that relates viscous losses to interfacial forces
1500 | < : + and apparent contact angles in the oscillating film for the control
1 . 1| ¢ volume from §, to 6 at a particular axial locationx, of the
. ‘I I CVBLT. Due to the extremely small momentum of the system, we
L . 1 assume that the sum of the forces acting on the interfaces of the
5°°05 s s a5 as control volume is balanced. Using the methodology presented in
- i ’ : ’ [36,30], and 35], an interfacial force balance between the menis-
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Fig. 6 (a) Variation of the apparent contact angle with the
power input to the heater at x=2.13mm; and (b) Variation
of the curvature with the power input to the heater at
Xx=2.13 mm.

creased as the power input to the heater increased. When the film
became unstable at 1.76 W, the slope of the local heat flow rate
increased significantly, from 0.00303 to 0.013. This indicates that
the instabilities of the film promoted heat transfer. Although the
outside surface temperature profile did not give more obvious in-
formation about the details of the phase change process on the
inside, a close inspection of the data demonstrates that the tem-
perature measurements abowve3 mm fit a different profile than
those belowx~3 mm. Unfortunately, insufficient information
were available to resolve the meaning of this beyond saying that it
indicated the location of an evaporation-condensation process. To

use these temperature profiles further, a three dimensional NUMEfi: 9 variations of the apparent contact angles with the axial
location at different power inputs to the heater

cal analysis beyond the scope of this paper is needed.
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35 disjoining pressure were calculated and/or estimated and com-
pared with the corresponding values at the flat, adsorbed end of
the film using Eq(4). Thusé;, is the value of the apparent contact
angle ats6=0.1 um at a reference state. It is to be noted that this
apparent contact anglevaluated a= 0.1 xm), though different
from that used in Eq(3), represents a very small difference in
actual values.I,6,+ oK, 8,) represents the suction 8§ due to
interfacial forces. The product,L, represents a retarded force,
opposite to the direction of). I1, represents the force per unit
area at the contact lin@lisjoining pressure representing free en-
ergy per unit volumgand is positive for a completely wetting
fluid. The acceleration of the system under consideration was cal-
culated from experimental results and was found to be negligibly
small. The value of the apparent contact angle is a function of the
location because of the curvatute, We also note that the value

X, mm of the contact angle af, cannot be measured directly but only
) ] ) ) inferred from the variation of the tangent angle using a model for
Fig. 11 Temperature profiles at different power inputs to the the curvature.

heater with Q.=4.35 W Assuming thato, = 0y, o= 0, g1s= 0150, EQ. (4) can be sim-

plified as

cus in the cornefmeasured af=0.1um) at a reference average ToLot 8o+ 0KSe= 0(cosbi; — 1) + (K, +11,) 5 (5)
(in terms of oscillation state,r, and the flat liquid film on the

quartz surfacéat é,) is given as In the above equation, the sum efL, and II,6, can not be
0.

measured using interferometry becauggis too small, but in-
o, €080, + o+ (o, K, +11,) o ferred from the measurements given on the right hand side of Eq.
(5). To overcome the difficulty of measuring the disjoining pres-
=ToLot 01y 0 015 01 (071, Ko +116) 5 (4)  sure at the thicker end of the control volungethe film thickness
where 7, is the average shear stress that the solid exerts on fl# is taken to be the thickness at the first destructive interference
fluid over the length_y, &, is the average film thickness at thefringe, 0.1 um, where the apparent contact angles can be mea-
contact line end of the control volumH,, is the disjoining pres- sured. This approach has been widely used in the literature
sure, The need to define a reference state in the relatively thicke isothermal systems. At this thickness, the disjoining pressure
portion of the film necessitates the selection of a specific thickan be neglected and fé=0.1um, the curvature of the menis-
ness, to be used for the oscillating film study. The thickness of tkgs is found to be approximately constant within experimental
zeroth dark fringe in the interferometric images corresponding fgeasurements.
a thickness of 0.um, was chosen for this study. At this thickness, Equation 5 can be rewritten in dimensionless form by dividing

the relevant quantities, e.g., the curvature, apparent contact an§ieg to give the dimensionless forcg, , for the curved film at a
reference state.

ToLo+ 1 dp+ 0K, + o
0.05 F.=cosd, +K, o= oboT HoogT 01Ko0,1 0 ®)
Stable Unstable d r
. 0.04 . Since the right hand most term of the above equation is equal to
< the force at the reference state, the subscripis' added to this
2 o | term. The difference in the measured force at the reference state
E and at any instanti) can now be expressed as
B
3 = . ToLo+I1,6,+ 0K 8,+ o
%002 L 08.=0 AF=F,—F,= oko 0% 1N 0090 |
g i g ‘
001 | /0’ | ToLo+ I8, + K8, +
oko 000 T ORo0pT T
- )
a)| i
0 . ; .
0 0.5 1 1.5 2 2.5 For an oscillating film, the difference between the dimensionless
Qu,W retarded force of the oscillating film (c@st+K;d) at any instant of

time (i) and that at the reference state (¢ps K, will govern
Fig. 12 Local heat flow rates at x=1.21 mm at different power the magnitude of the resulting velocity measured during the next

inputs to the heater with  Q,=4.35 W interval. This will be discussed in more detail latér. and K;
represent apparent contact angle and curvature at a mameht
Oscillating film is measured at a film thickness 6&0.1 um.

As discussed earlier, the film oscillated by receding towards the
P . corner and then spreading out towards the flat film. The variations
v ) 0, of the contact angle and curvature with time at a fixed location are

mmm +

Olv

presented in Figs. 14 and 15xat 2.65 mm ank=2.98 mm. The
power inputs to the heater and cooler were 1.97 W and 15.3 W,
respectively. Note that the apparent contact anglgs,shown in

50,: » Ols these figures are extrapolated valuessat0, as defined by Eq.
(3), although the apparent contact anglengent angleg;) at
Fig. 13 A schematic of the macroscopic interfacial force bal- 6=0.1um as defined in Eq(4), was used below in the force
ance for the oscillating film in the corner of the CVBLT when balance. There is a small difference in these values which is cal-
U>0, 7,<0 culated usingK. As can be seen in Figs. 14 and 15, variations of
Journal of Heat Transfer APRIL 2004, Vol. 126 / 175
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Fig. 14 Variations of the apparent contact angle and curvature
with time at x=2.65 mm. The solid lines are guides for the read-

er's eye.
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Fig. 16 Variation of the liquid-wall wetted length with time at
x=2.65 mm. The solid line is a guide for the reader’s eye.

contact angle and curvature followed a certain trend, oscillating

around average values. In the unstable region, both the contact 1 SNy
angle and the curvature oscillated around an average value, and Ci=— 8)
the average values of each increased linearly with power input to Ki sinﬁ
the heater. 2

The liquid-wall wetted length and the film velocity were alsq
used to characterize the oscillating film in the CVBLT. The liquid-

wall wetted lengthg;, at a moment; is given as

0 ¢, degrees

Fig. 15 Variations of the apparent contact angle and curvature
with time at x=2.98 mm. The solid lines are guides for the read-

er's eye.

2600

4 2400

t, sec

where ¢=7—(260.+ @), a was the vertex angle of the groove,
a=/2 for the CVBLT that was studiedd, was the apparent
contact angle between liquid and wall&t 0. The analysigusing

Eq. (3)) of the captured images of the fringes was used to obtain
the values of the curvature and contact angle at a specific instant.
They, in turn, were used to estimate the wetted length from

the above equation. The moving velocity of the oscillating film
could be calculated from the change of wetted length between
timest;_, to t; by

Ci—Ci—1
_— 9
ti—ti-1 ®)

If the contact line velocity was positive, it indicated that the con-
tact line moved towards the flat film. If negative, the contact line
moved towards the corner. An example of the variations wfth
time is presented in Fig. 16.

The dimensionless forces of the oscillating filid; §+ cosé,)
and the moving velocity of the contact lind; , at a fixed location
of x=2.65 mm were calculated from the data and are presented in
the Table 2. The reference value of the dimensionless férce,
was calculated to be equal to 0.99925. The apparent contact angle,
its contribution to the force, the difference of the reference force
and the difference between the reference and instantaneous con-

Ui:

Table 2 Velocities, contact angles and dimensionless forces of an oscillating film at different times. The velocity in column 2 is
for the time instant given in column 1 of the same row, whereas the entries for the cause in column 3 to 7 are evaluated at the
previous time instant of measurement.

Velocity, Apparent Force due to Force
Ui Apparent contact apparent difference
Time, um/sec contact angleg; angle Dimensionless contact causing flow
(t) calculated at at 0.1um difference force, F angle alone, cosé,—
Sec time t ©) 0, — 6; (K;5+cosé#) cosé, cosé
1.13 3048.5 2.44 0.031 0.99928 0.99909 —2.40e-5
1.20 —5916.1 2.62 —0.151 0.99909 0.99895 1.174e-4
1.26 5057.4 2.28 0.191 0.99939 0.99920 —1.3%9e4
1.30 —3280.5 2.56 —0.089 0.99916 0.99900 6.78e-5
1.33 —308.6 2.51 —0.037 0.99924 0.99904 2.72e-5
1.40 3482.1 2.31 0.158 0.99938 0.99918 —1.16e4
143 —4953.6 2.64 —-0.168 0.99907 0.99893 1.30e-4
1.46 4075.4 2.23 0.246 0.99942 0.99924 —-1.77e4
1.50 —3059.8 2.57 —0.101 0.99913 0.99899 7.69e-5
1.53 —2166.5 2.60 —0.123 0.99914 0.99897 9.45e-5
1.56 5260.3 2.27 0.201 0.99940 0.99921 —1.46e4
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Fig. 17 Plot of contact line velocity in pm/s as a function of

; _ Fig. 18 Plot of contact line velocity in pm/s as a function of
he ch he f | A = i .
t_go(; zgige in the force due to contact angle  [A cos é(=cos 6, the change in contact angle [, — 6]
1.

velocity as a function ofA cosé showing an almost linear depen-

tact angle are also presented. The reference contact angle is 2dfcy between the apparent caugecsé) and the effectU).
and its contribution to the force is cég and is equal to 0.999067. The next figurg(Fig. 18)is a plot of the instantaneous velocity as
The moment that the velocity is zero cannot be captured with thefunction of the contact angle differencé,(— ¢,) and it is con-
present camera, a high speed camera is needed. We postulatesigaint with the previous discussion. The significance of the con-
the resulting contact line velocity; , for the time period between sistency of these results with the physical understanding of the
“i—1"and “i"is a direct function of the measured stati,6) of underlying phenomena cannot be overemphasized considering the
the contact line at the initial instantj*1.” Thus the values in difficulties associated with the acquisition of data at higher values
columns 3 to 7 represent measurements taken at the previous toh@eat inputsrapidly oscillating meniscys
instant, e.g., the contact angle of 2.62 in the second row and third
column of the table folJ,= —5916.1um/s fort=1.20 s is the Conclusions
contact angle measured at tinhe1.13 s. The data tell us that
when 6;< 6, , i.e., 6, — 6,>0, the suction at the contact line is * A novel Constrained Vapor Bubble Loop Thermosyphon,
larger than the reference condition add>0, with flow towards CVBLT, was used to study the transport processes and instabilities
the flat surface. Whe#,> 6;, , the reverse is true. associated with an evaporating, extended meniscus of pentane.

Comparing columns 5 and 6 in Table 2, it is clear from the data * Image analyzing interferometry was used to measure the film
that the major apparent contribution to the dimensionless forcetickness profile, the apparent contact angle and curvature of the
from the term containing the cosine of the contact attigléEq. 6) curved liquid film.
with very little apparent contribution from the curvatumapillary ¢ At a particular axial location, as the heater power input in-
force). However, we note that this observation does not affect theeases, both the apparent contact angle and curvature increase.
following conclusions. The data present in the table clearly indfis the heater power input is increased to a certain level, the film
cates that if the forcer;, was more than the reference force fostarts to oscillate around an average value of the contact angle and
an oscillating meniscus\(cos# negative), it was associated withcurvature. As the heater power input is increased further, the film
a positive value of the velocityi.e., flow towards the flat film oscillates around a larger value of the contact angle, while the
from the corner of the CVBLIand the development of a largeraverage value of the curvature undergoes relatively small change.
contact angle. The data demonstrate that if the magnitude of the At the same heater input powers, the apparent contact angle
force measured at the thicker end of the film at any inst&nt ( increases along with the axial location in the stable film region. As
was greater than the magnitude of the reference fofg} &t the it gets close to the heater, the film starts to oscillate around an
same location, the system would try to flow back to the refereng@¥erage apparent contact angle. The curvature increases with the
state. This would happen not only & (where the measured axial location in the stable region. In the unstable region, the film
forces acting ar€, andF;) but also fors< &, (with the modeled oscillates around an average curvature.
forces being denoted by, , andF, , plus the shear). Thus, be- * The oscillating phenomena were described using a macro-
cause the magnitude & , was larger tharfF, ,, the oscillating scopic interfacial force balance that relates viscous losses to inter-
film would try to reduce the magnitude & ,. As the principal facial forces and the apparent contact angles. Contact line veloci-
component of the force af, was m,3,, a reduction in the force tigs of the osci_llating film were obtained and were found to be
would be accomplished by a decreasdlipwhich varies ass, °. directly proportional to the difference between the instantaneous
This increase i, requires a flow towards the flat film, i.dJ, force acting on the curved film and the reference force.
was positive according to the sign convention used herein. There® USing an augmented Young-Laplace pressure jump model,
fore, any negative value ofF(—F;) should signify a flow to- the_efft_ect of the excess free energy at the contact line on the
wards the flat film or a positive value &f. Note that a negative °Scillations was demonstrated.
value of (F,—F;) signified that ¢;, — 6;) was positive. The data
presented in the Table 2 is consistent with the previous discussigcknowledgment

At the present time, further resolution of the details of the ProCesS—ric material is based on work supported by the National Aero-

in the regiond<0.1.m is beyond the scope of this paper. nautics and Space Administration under grant #NAG3-2383 and
We postulated that the contact line velocity at any instant wa G3-2351

function of the degree of departure of the system from its refer-
ence condition in terms of the dimensionless forces. Therefore
contact line velocity would depend on the differenck qosé) Wﬁ)menclature

between the cosine of the reference contact anglegdasnd that A = area(m? or Hamaker constar(tim)
at any instant (co8). Figure 17 is a plot of the contact line a = inner diameter of the CVBLTmM)
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An experimental investigation was carried out for predicting the critical heat flux (CHF)
of steady boiling for a round subcooled water jet impingement on the flat stagnation zone.
The experimental data were measured in a steady nucleate boiling state. Three main
influencing parameters, i.e., subcooling, impact velocity and jet nozzle size were widely
changed and their effects on the critical heat flux were systemically studied. An empirical
correlation was obtained using the experimental data over a wide experimental range for
predicting the critical heat flux of steady boiling for a round subcooled water jet impinge-
ment on the flat stagnation zondOl: 10.1115/1.1668054

Keywords: Boiling, Experimental, Heat Transfer, Impingement, Jets

1 Introduction Although many experimental studies of mode B have been car-
ried out for the boiling heat transfer of water jet impingement on

Water free jet impingement provides heat transfer coethlenEﬁe stagnation zone, these studies focused mainly on the boiling

that are among th_e highest avaﬂ_able in any forcc_ed convectigilyt yransfer characteristics in partial or whole boiling range and
flow. Water jet cooling has been widely used in the iron and steg] previous experiments were non-steft8—16. Only a few
industry, nucleate power processes, and the microelectronic dgxaaqy hoiling experiments of mode B were carried out and the
vices making and thermal management processes. AccordinddQr qata were included in these experimental regaifs-19.
_the_tenjperature ranges of_the hof[ body, the heat trar)sfer modes %ecently, Liu and ZhJ19] performed a systemically steady
jet impingement may be divided into forced convection, nucleageriment for the CHF of saturated water jet impingement on the
boiling, transition boiling, and film boiling. For water jet impinge-f5¢ stagnation zone under atmospheric pressure and proposed

ment boiling on a hot plate, the assessment of critical heat fldgmi-theoretical correlations for the CHF of steady saturated wa-
(CHF) is very important that corresponds to the boiling crisiger jet impingement boiling of mode B

phenomenon in nucleate boiling and represents the largest cooling
capacity for the jet cooling. The geometries of a water jet im- o W ap \ Y3 p, \ 143
pingement on a flat hot plate can be divided into two modes as Gh =0-13% (ﬁ) (—) . 1)
shown in Fig. 1. One mode is the free film fld¢&ig. 1(a)) named fo P
mode A in this paper. In mode A, a great heated disk or rectangu-Because the thermophysical properties are constant for satu-
lar plate is cooled by a small liquid jet and the ratio of the heatagited water at atmospheric pressure, E.can be simply ex-
disk diameter to the nozzle diameter is much larger than unity. fitessed as
general, for this geometric condition, the jet cooling experiments
can only be carried out for the forced convection and nucleate v\ 13 )
boiling heat transfer regimes. After the boiling crisis occurs, the qC,0:0-36X106(a) [W/m?K]. @)
heat-transfer surface would be divided into two zones; the jet
stagnation zone and dry-out zone. Hence, the temperature avitkre, the units o andd are[m/s]and[m].
heat flux on the heat-transfer surface would be very different. TheFor mode B, the fundamental understanding for the CHF of
other mode is the stagnation jet fldwig. 1 (b)) named mode B steady boiling of subcooled water jet impingement on the stagna-
in this paper. In mode B, the heat-transfer surface has a diamdien zone is still quite poor. The most recent experiments for sub-
equal to or smaller than that of the jet nozzle, and the heat-transéeoled water were carried out under the nonsteady state condition;
surface is in the jet stagnation zone. For this geometric conditidrg., under quenching-cooling conditions. In the nonsteady state
the jet cooling experiments can be extensively carried out in totexperiments, the nucleate boiling characteristics and the CHF not
boiling regimes including transition and film boiling with uniformonly depend on the systemic influencing parametsubcooling,
wall temperatures and wall heat fluxes. impact velocity and jet nozzle sigebut also depend on the rate of

In the past two decades, Studies of steady boiling heat transfe¢ wall temperature change, which is not a systemic parameter
for mode A associated with the CHF of saturated and subcoolE?f]. Therefore, the steady experimental data of the CHF for sub-
water on a disk or rectangular plate have been performed ext@_ﬁoled water are quite necessary to correlate an essential correla-
sively. A variety of the experimental results have been reportdig@n for predicting the CHF.
and various semi-theoretical correlations and empirical correla-In this study, the objective was focused on the CHF of the
tions have been proposed for predicting CHF for different pararfilbcooled water jet boiling for mode B. An experimental investi-

eter ranges such as impact velocities, ratios of liquid density g&tion was carried out for the critical heat flux of nucleate boiling
vapor density and multiple jet systerfts—11]. for a round subcooled water jet impingement on the flat stagnation

zone. The experimental data were measured in a steady boiling

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF State.' Three |an_uenC|ng parameters, SUbCOO|Ing’ Imp.aCt Ve|OCIty
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 20,and jet nozzle d|amet?r1 were W[dely Change@! and their eﬁeCtS on
2003; revision received December 15, 2003. Associate Editor: M. K. Jensen.  the CHF were systemically studied. An empirical correlation was
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Fig. 1 Schematic diagrams of the physical model: (a) Mode A;
(b) Mode B.

T i
—.—_¢
obtained using the experimental data over wide experimental 1 Heat transfer surface 7 Asbestos
range for predicting the CHF for a round subcooled water jet 2 Cover board 8 Auxiliary heater
impingement on the flat stagnation zone 3 Latex sheet 9 Isinglass
ping g . 4. Text box 10 Main heater
) 5 Sealed silica gel 11 Alarm thermocouples
2 Experimental Apparatus 6 Measuring thermocouples
In the present study, steady heat transfer experiments were con- ) o
ducted for the nucleate boiling regime to obtain boiling curves and Fig. 3 Schematic diagram of test box

determine critical heat fluxes in the steady state. Figure 2 shows
the schematic diagram of the experimental apparatus. It consisted
mainly of the test box, the circulation system of water, the megy a digital voltmeterAgilent-34950A and then fed into a com-
suring devices and electric power supply. Figure 3 shows th@ter, which converted them to wall temperature and wall flux
schematic diagram of the test box, in which a heated block wgsing a steady one-dimensional thermal conduction equation
mounted. The heated block was a vertical copper bar having g@ng the vertical direction. One of them was fed into a PID
mm diameter and 120 mm height, whose top surface wast@nperature controller as a feed back signal, which adjusted the
smooth, horlZO.nta”y CerUl_ar heat'transfer SUrface, and .It W%\Ner Supp|y In the tests, the electric power of the aux”iary
heated with a ribbon electric heatgnain heatertwisted outside heater was carefully adjusted for preventing the heat losses from
of the copper bar. The isinglass sheet was used as the insulgi main heater. The test box made of stainless steel and had a
between the copper bar and main heater. The copper bar wagmeter of 250 mm and a height of 200 mm. The space inside the
placed in a thick ceramic tube; another ribbon electric heatex-  test box was filled by asbestos. All of the measurements were
iliary heater)was twisted outside of the ceramic tube for prevenberformed in the steady state, the temperature and heat flux of the
ing the heat losses from the heated block. Four round heat-trans{ght-transfer surface were calculated from the temperature differ-
surfaces with diameters of 12 mm, 8 mm, 6 mm, and 3 mm weggce between two thermocouples mounted on the center axial line
used in this experiment and they corresponded to four rouggthe copper bar. An alarm thermocouple inserted at the bottom
nozzles with the same diameters. In the upper column of the cj-the copper bar was connected to a temperature controller that
per bar, threeb 0.1 mm thermocouples were horizontally insertegrevents the maximum temperature of the copper bar from ex-
at the center axial line of the copper bar. The distances betwegikding 750°C. In this experiment, it has been confirmed that the
the thermocouples were 3.0 mm and the distance between the 4@Bumption of one-dimensional heat conduction is well satisfied in
thermocouples and the heat transfer surface was 2.0 mm. SignalSupper column of the copper bar by a numerical simulation and
from the thermocouples mounted in the copper bar were measufgék results.
lon-exchanged water was used as the cool(#m maximum
electric conductivity was less than 1@)-cm™! in the experi-

8 ments). Water was heated in the water tank, which was fitted with
two immersion heaters on its bottom section. A reflux condenser
Cooling water was mounted above the tank for condensing vapor. The subcooled

water was drained from the water tank by a water pump, passed
through a regulating valve and a flow meter, flowed into the jet
nozzle made of a quartz glass tube, in which the temperature of
water was measured by a thermocouple. The water jet impinged
onto the heat-transfer surface, and then was drained into a drain
tank to be recycled. The distance between the heat transfer surface
and the nozzle was fixed at 5.0 mm in all tests. Prior to the formal
tests, it has been affirmed that the distance between the heat
transfer surface and the nozzle has no effect on the jet boiling
characteristics.

During each run, electric power was increased gradually. The
computer not only measured the wall temperature and wall heat

1 Condenser 10 Heat transfer surface flux instantaneously, but also gave an alarm when the wall tem-
2 Water tank 11 Test box perature increased quickly and did not attain a steady state. Such
3 Yalve 12 Asbetos wool an alarm means that the boiling crisis has occurred; therefore, the
4 Nozzle 13 Copper column X X . L
5 Flow meter 14  Computer electric power was cut automatically off. After the boiling crisis
S geater ig ?igimltacquisitiOTlsystem occurred, the test was repeated from the steady state of the former
ump emperature controller . . . . .
8  Support board 17  Power supply time, the output electric power increased slowly in an increment
9 Test vessel 18  Transformer of 2% of the electric power of the former time. When the boiling
crisis occurred again, the test was stopped and the wall heat flux
Fig. 2 Schematic diagram of the experimental apparatus of the former time was determined as the critical heat flux.
180 / Vol. 126, APRIL 2004 Transactions of the ASME
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Table 1 The experimental conditions

Test fluid

Heating condition
Test pressure
Impact velocity(m/s)
Nozzle diametefmm)

lon-exchanged water
steady state

atmospheric pressure

0.5~6.0
3,6,8,12

10 ds3 mm - 12 mm

Subcooling(K) 15~80

q./ Wm?

Table 1 shows the experimental conditions. In this experiment,
the calibration errors of the thermocouples were less than 0.2 K.
The maximum location deviation between thermocouples was
about 0.1 mm. The maximum uncertainties of the wall superheat
and wall heat flux were about 4% and 6%.

O M 0K
O at,=20K

10°
(vid) I m

10*

3 Results and Discussion -

Figure 4 shows some samples of the temperature distributions
in the upper column of the copper bar at different experimental
conditions. The temperatures measured by the thermocouples,g:} € 6 Relation between CHE and
the ordinate and the distances from the wall along the verticglycoolings
direction are the abscissa. The measured results show clearly lin-
ear temperature distributions along the vertical direction in the
upper column of the copper bar.

Figure 5 shows the experimental results of the fully developegall superheat for different subcoolings. It is found that prior to
nucleate boiling regime for the subcooled water jet for the jeilly developed nucleate boiling, higher subcooling increases the
nozzles with 6 mm diameter and an impact velocity of 0.5 m/seat transfer coefficient and delayed boiling incipience. The boil-
Heat transfer data are plOtted in the form of wall heat flux againﬁ{g curves lied in the fu”y deve|0ped nucleate bo|||ng regime are

10" 10'

(v/id) for different

300

A v=0.5mls, d=12 mm, At_, =50°C
I © v=1.0mis, d=6 mm, At =70°C

250 L O v=2.0mis, d=6 mm, At =60°C

quite shot. The experimental range belongs mainly to the partial
boiling regime.

The Stephan-Abdelsalam’s empirical correlati@ | for nucle-
ate pool boiling of saturated water at atmospheric pressure is also
shown in Fig. 5 in the form of a solid line.

q="52.4AT3%%8  [W/m?K] (3)
[§)
i 200 In the fully developed nucleate boiling regime, the data resulted
- from different subcoolings converged essentially into the extend-

150

100 1 1 . 1 1 1

z/mm

8 10

Fig. 4 Temperature distributions of thermocouples in the

heated body

ing line of pool boiling curve. The insensitivity of the boiling
curve to changes in the subcooling indicates that heat transfer in
the fully developed nucleate boiling regime is dominated by
bubble activity at the surface, regardless of the contribution of
single-phase turbulent transport in the bulk flow. This phenom-
enon is similar to other forced convective boiling characteristics.
However, the effects of the subcooling on the critical heat flux are
quite significant. The CHF increases greatly with increasing sub-
cooling of water. This trend is attributed to increased liquid-solid
contact on the heat transfer surface and decreased void fraction in
the liquid flow.

510" 0250 mm ve 0.6 75 As shown in Eq.(2), the CHF of saturated water is of,g
L AT ' «(v/d)*. Hence, ¢/d) could be considered as a parameter that
—o—80 affects the CHF for saturated water. /@) could still be con-
-i;g sidered as a parameter that affects the CHF for subcooled water,
—g—50 the correlation for predicting the CHF would have a simple form.
o —e—40 Figure 6 shows the relation between the CHF of subcooled water
(S " —o— 30 and (v/d) for different subcoolings. It is found that all of the solid
= —£—20 lines have a gradient of one third, and thence there is the same
> o relationship ofq.o (v/d)¥3, for subcooled water as for saturated
CHF of pool boiling water.
10° For the CHF of subcooled liquids for pool boiling and forced
- convective boiling, the following form is frequently applied
F " [22-24.
n m
st e _14c p_v) (_CP"hATSU") @)
o 10’ Qco Pi fg

AT _IK
sat

Fig. 5 Nucleate boiling curves of subcooled water jet for

mm nozzle

Journal of Heat Transfer

®6.0

wherec, m, andn would be determined by the experimental data.
The form of Eq.(4) is also applied in the present study.

Because the densities of subcooled water and saturated vapor
could be considered as constants under atmospheric pressure, the
relationship between, and AT, could be simply expressed as

APRIL 2004, Vol. 126 / 181
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4 G = mass flux of liquid jet (kgm?s™ %)
Water hty = latent heat of evaporation (Jkg)
©  d=3mm - 12 mm q = wall hat flux (Jm?s™1)

i Ref. [18], d=1 mm dc = critical heat flux (Jm2s1)
T = temperaturdK or °C)

ATg, = wall superheatATo,=T,,— T (K)

ATg, = subcooling of cooling wateiA Ty =To— T.. (K)
v = impact velocity of jet flow at nozzle exit (ms)
z = axial distance from the heat transfer surféce

qc / qc,o

Greek Symbol

N = thermal conductivity (Jm'K~ts™1)
v = kinematics viscosity (fs %)

o = surface tension (Nm')

p = density (kgm ®)

N A T T T

20 40 60 80 100 Subscripts
0 = saturation state
AT,/ K | = liquid
) ) . v = vapor
Fig. 7 Comparison of CHF data with Eq.  (6) w = wall
o = initial water temperature at nozzle exit

dc o Cp,IATsub m
qc,o_l+c( htg ®)  References
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Experiments on Heat Transfer
in a Thin Liquid Film Flowing
Over a Rotating Disk

B. M. Ceteaen An experimental study of heat transfer into a thin liquid film on a rotating heated disk is
- . g described. Deionized water was introduced at the center of a heated, horizontal disk with
A. Faghri a constant film thickness and uniform radial velocity. Radial distribution of the disk
. g surface temperatures was measured using a thermocouple/slip ring arrangement. Experi-
) o ments were performed for a range of liquid flow rates between 3.0 Ipm and 15.0 lpm. The
Department of Mechanical Engineering, angular speed of the disk was varied from O rpm to 500 rpm. The local heat transfer
University of Connecticut, coefficient was determined based on the heat flux supplied to the disk and the temperature
Storrs, CT 06269-3139 difference between the measured disk surface temperature and the liquid entrance tem-
perature onto the disk. The local heat transfer coefficient was seen to increase with
increasing flow rate as well as increasing angular velocity of the disk. Effect of rotation
on heat transfer was largest for the lower liquid flow rates with the effect gradually
decreasing with increasing liquid flow rates. Semi-empirical correlations are presented in
this study for the local and average Nusselt numbdi®Ol: 10.1115/1.1652044

B. Ozar

Keywords: Film Cooling, Heat Transfer, Liquid, Rotating, Thin Films

1 Introduction approach in which, the heat transfer in the disk and liquid film
were treated separately and then the solutions were matched at the
rgzli k surface. Thomas et db] developed a one-dimensional ana-
|ytical solution to the quasi-steady momentum equation. The
'del assumed solid body rotation in predicting film thickness,
uding the hydraulic jump. The resulting velocity distribution
;iras coupled with conservation of energy to predict the heat trans-

Heat transfer and fluid flow in thin liquid films with rotation is
of particular interest in several mechanical engineering a
chemical processing applications. Thin liquid films on rotatin
surfaces are encountered in gas-turbine engines, manufacturingn
micro-electronics, vapor absorption heat pumps, and heat ex:
changers. In recent years, interest in thin liquid film heat trans ; -
on ro%ating surfaces):was increased due to p?otential application Sh performance. Rahman et 6] studied the'mfluence of turbu-
the microgravity thermal-fluid handling systems. These syste ce on the free surface height and hydraulic jump for the case of

are attractive since rotational forces cause thinning and accele?gm.mlled lcrjml)lnglng JEtsl n g?;]h tplanel an(é rag'%l flfqt\;vsd A nu-
tion of liquid films, resulting in high heat transfer performancé:ne”ca model was developed that employed a body-Titted moving

independent of gravitational forces. grid method and a k-urbulence model. Rahman and Fadtj _

Traditionally, thin liquid films on rotating surfaces have beeﬁtudIEd hef”‘“.”g and evaporation from arotating disk by consider-
studied using an impinging jet to deliver the liquid onto a rotatin 9 thre_e d's“_nCt regimes. For developing ﬂ(.)‘.N and heat transferz a
disk surface. The liquid spreads outward from the impingeme ree .dlmen3|ongl numerlgal model was utilized. Also, a two di-
zone in a high velocity thin film until a hydraulic jump occurs. Anmensmnal analytical solution was formule_lted for_ developing heat
excellent review of these studies was compiled by Webb and Nfansfer and fully developed flow assuming solid body rotation.
[1]. The first major contribution to the study of impinging jet flo or the case of fully developed heat tr.ansfer .and fIU|c_i flow, a
phenomenon was made by Wats@ in 1964, who considered closed form solution was develo_ped. '_I'hls solution predicted that
the case of a free liquid jet, impinging on a stationary flat platd€ Nusselt number, based on film thickness, approached a con-
Watson divided the flow into four distinct regions. The first regioft@nt value in the fully developed regime.

was the central stagnation zone immediately beneath the impinEJn an experimental study, Carper and Deffenba{@hevalu-

ing jet. In this region, both momentum and thermal bounda ed the convective heat transfer from a jet of cooling oil to an

layer thicknesses are independent of radial location. In the secgtRProximately isothermal rotating disk. Correlations were pre-
region, a growing momentum boundary layer reached a poﬁnted for the average Nusselt number as influenced by rotational
where the boundary layer is of sufficient thickness to influence tigeynolds number, jet Reynolds number and radius of impinge-
free surface. The third region consisted of the transition of tHB€Nt In & later study, Carper et 48] extended this study to
velocity profile from where the free surface was first influencegPSider Prandtl number effects. Average heat transfer coefficients
(Blasius type profilg to a fully developed velocity profile that Were presented with no information on its local values. Vader
includes the free surface. Finally, in the fourth region, a full§t @l-[10] studied the effects of jet velocity and temperature on
developed velocity profile existed for which Watson developed'3€ heat transfer between a planar water jet and a stationary heated
similarity profile. This region extended through the remainder drat€- They concluded that the heat transfer performance was af-
the supercritical flow, and was bounded by the hydraulic jumf cted by the free stream turbulence intensity and the Prandtl
diameter. This regional segregation methodology has beBHMber. A similar study was presented by Stevens and \Wetb
adopted by numerous subsequent investigators includiffy Which the influence of jet Reynolds number, nozzle to plate
Chadhury[3], who extended Watson's approach to include hesPacing and jet diameter were evaluated. Empirical correlations

transfer phenomena. Wang et [a] developed a unique ana,ytica|werebdeveloped for stagnation point, local and average Nusselt
numbers.

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF Mudawwar et al[12]investigated convective heat transfer for

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 242 fotating thin film flowing through an internal channel within a
2003; revision received December 9, 2003. Associate Editor: R. M. Manglik.  high speed rotating disk. The study was motivated by gas turbine
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blade cooling applications. A semi-empirical turbulence modehdially outward between the flow collar and the disk before it
was developed to predict heat transfer performance. Faghri eteatits onto the disk surface. The spindle-disk and flow collar rotate
[13] presented heat transfer results for a controlled liquid impingdl together in this experimental arrangement. The collar extends a
ing jet on a stationary disk. They presented a numerical study refdial distance of 5.1 cm from the center. It serves to make the
the system showing good agreement between heat transfer preflaw circumferentially uniform, and ensure a fully developed ve-
tions and experimental data. Auone and Ramsfdyperformed locity profile as the liquid exits onto the disk surface. The vertical
heat and mass transfer experiments of a rotating disk for cadistance between the disk and the collar can be adjusted. After the
trolled jet impingement. They predicted the heat transfer coeffiquid flows over the disk, it is collected by an annular tank sur-
cients analytically by adapting the solution that Nusselt used fasunding the disk. The liquid flow rate is varied by large and small
the film condensation under the influence of gravity. metering valves while the volumetric flow rate is measured by an
From the above literature review, it is evident that comprehem-line turbine flow meter. A flat etched foil heatévlinco Inc.,
sive experimental data on heat transfer for controlled jet imping®tinneapolis, MN with a maximum heat input rate of 6.7 kW is
ment on a rotating disk is not available. Additionally, the relatiomstalled in the disk which is insulated on the bottom side. The
between the liquid film flow characteristics and heat transféeater has an outside diameter of 35.6 cm and inside diameter of
performance has not been studied simultaneously in the paét2 cm, which is the same as the outside diameter of the collar.
investigations. The heater is powered by a 440 \olt variable AC transformer. A
The present study considers measurement of local and averpgwer slip-ring(UEA Inc., Waverly, 1A) is used to transmit the
heat transfer coefficients for a thin liquid film flowing on a rotatelectrical power to the rotating disk-heater assembly.
ing heated disk. The thin water film is generated via a unique flow Several temperature measurement techniques were considered
collar device that provides a circumferentially uniform, radiafor the rotating disk system. These included the thermographic
flow onto the disk. This flow collar device differs from the im-liquid crystal technique of Metzger et 4ll5], which proved im-
pinging jet system described by Watsg#1. Watson’s stagnation practical due to difficulties associated with water resistant binders
region does not exist for the flow collar system. Instead the watgkd its limited range at higher temperatures. Also considered was
exits the flow collar with a fully developed radial velocity distri-5 |aser-induced fluorescence thermal imaging technique developed
bution and is suddenly bounded by a free surface. In this stugy; Bjzzak and Chy{i16]. This technique was not selected because
the inlet liquid flow rate, the collar gap height through which thgt measurement discontinuities in the required temperature range.
fluid enters the disk surface and the rotational speed of the dighpermocouple slip ring was considered. However, errors associ-
are used as the experimental control parameters. A film Reyno d with slip-ring noise, ambient temperature, and induced volt-

cg{ggfr '(;Sf ?ﬁg'}ﬁ% boist?)dtr?en (tjri]sekmllz?ltrr??ﬁichkﬂggé %‘gz;shfreergter? s resulted in unacceptable measurement accuracy. These con-
y : derations ultimately led to an arrangement where the

are made with and without rotation. Local Nusselt numbers a] . ) h
ermocouple voltage signals were first converted to electrical

calculated from temperature measurements taken from the ro ; . .
ing disk. In this study, angular velocity and flow rate on the hegﬁ”rem gsmg_thermocouple_ transmitter module_s installed under
transfer performance are presented. Semi-empirical correlati § rotating disk. The re.sultln.g ellectrlg current signals were then
are derived for the local and average Nusselt numbers. pa§sgd through a precision slip ring with acceptable noise charac-
teristics. The temperature measurement system consisted of 11
. T-type thermocouples accurate 100.5°C, installed in 1.6 mm
2 Experimental diameter holes drilled on the underside of the disk, terminating at
2.1 Rotating Disk Setup. The experimental setup describecd depth of 1.52 mm away from the upper disk surface. The ther-
by Faghri et al[13] was modified for the present study. A basignocouples were located between 7 cm and 16.5 cm away from the
description of the apparatus is provided here with emphasis on gtenter of the disk with equal spacing. A maximum of seven tem-
design modifications. A schematic of the experimental set-up peratures can be monitored at a time because of the limitation of
shown in Fig. 1. The 40.6 cm diameter, 0.58 cm thick aluminurthe number of transmitters. The thermocouples were installed in
disk is mounted onto a precision stainless steel spindle. Deionizieir location using a high thermal conductivity cemédmega
water is pumped through a rotating coupling into the holloWpB-4000). The transmitter assembly consisted of seven Watlow
spindle and emerges through 8 holes on the spindle and flgwG5900 transmitters+ 0.02°C span;-0.3°C ambient tempera-
ture effects, and-0.02°C cold junction compensatipmounted
on to a low thermal conductivity phenolic plate underneath the
disk. These transmitters were extensively checked for their linear-
ity of the input and output characteristics during the calibrations.
An 18 conductor precision slip ring was mounted to the spindle in
the annular space and transmitted the electrical signals from the

NS B thermocouple transmitters. The slip ring was tested for conductor

71 Il /b\u 10 crosstalk and impedance variation, both of which were found to
== 14 be negligible as stated by the manufacturer. Shunt resistors

0 (250Q)were used to convert the 4—20 mA current output range of

the thermocouple transmitters to 1-5 volts voltage output. The
voltage signals were measured with a Fluke model 2625A data
logger. An additional T-type thermocouple was used to measure
the inlet temperature just before the fluid flows into the spindle. A
heat exchanger was placed in the water tank to maintain the inlet
water temperature at a constant value.

Heat transfer measurements12 percent maximum uncer-
tainty in heat transfer coefficientvere taken for heater powers
between 3000 and 4500 wafts 1.5 percent). Rotational speed of

(217 - - 16
ISy i

Fig. 1 Experimental setup for heat transfer experiments for a

liquid film flowing over a rotating disk. (1) Pulley assembly, (2)
High precision spindle, (3) Flow collar, (4) Disk, (5) Etched foil
heater, (6) Annular tank, (7) Thermocouples, (8) Motor, (9) Vari-

able speed motor control, (10) 0-500V heater control, (11) Ther- - .
mocouple transmitters, (12) Precision slip ring, (13) Cooling the disk was varied f’°m. 00 500 rpn:t(l rpm). Arange Oiﬂow
air, (14) Rotating coupling, (15) External process tank, (16) Heat 'ates between 3.0 Iprfiters per minute)and 15.0 Ipm(+2.5

exchanger, (17) Pump, (18) Bypass valve, (19) Large metering
valve, (20) Small metering valve, and (21) Flow meter.

Journal of Heat Transfer

percent)was considered. Disk surface temperatures were deter-
mined from the measurements using a one-dimensional heat con-
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position the CCD camera accurately, a precision linear slide was
used. Quantitative comparison of these images with reference im-
ages of the dry disk surface allowed determination of the film
thickness with an uncertainty of 0.025 mm as discussed in Ref.
[17].

3 Results and Discussion

15 3.1 Liquid Film Visualization and Measurements. Visu-
alization of the liquid film was performed with the purpose of
identifying the characteristics of the liquid film flow over station-
ary and rotating disk surfaces. Figure 3 shows photographs of the
liquid film at different conditions. In Fig. @), the liquid film on
the stationary disk surface at a flow rate of 3.0 Ipm ;(Ra38)
undergoes a sudden increase in its thickness right at the edge of
for a liquid film flowing over a rotating disk. (1) Pulley assem- the collar and the qugid_film is in the subcritical region down-
bly, (2) High precision spindle, (3) Flow collar, (4) Disk, (5) An- Strea.m .Of th‘? hydraulic Jump all over the qISK S!Jrface. The hy-
nular tank, (6) Motor, (7) Variable speed motor control, (8) Ar  draulic jump is the sudden increase in the film thickness and it is
ion laser, (9) Mirrors, (10) Cylindrical lenses, (11) CCD Camera, located where the momentum is balanced between the supercriti-
(12) Precision linear slide, (13) Magnet, (14) Magnetic sensor, ~ cal and subcritical flows. At a higher flow rate of 7.0 Ipm (Re
(15) Timing circuit, (16) Camera controller, and (17) Image =555), as shown in Fig.(B), the hydraulic jump location moves
acquisition /processing computer. to a larger radius on the disk and the waviness of the liquid’s free
surface increases indicating a more turbulent nature of the film
surface. Figures 3(a¢hrough 3(f)present the liquid film topogra-
duction model to extrapolate the measured temperatures to Ee for varying rotation speeds. With rotation, the hydraulic jump
disk surface. These maximum corrections for the surface tempeigpushed outwards and is not present on the disk surface at a
tures were typically less than 0.45°C in all of the experiment®tation speed of 100 rpm. Spiral waves begin to emerge due to

reported here. The properties of water were evaluated at the irfentrifugal forces acting on the liquid film. Additionally, as the
temperature. rotation speed is increased from 100 rpm to 500 rpm, the wave

amplitudes decrease because of the thinning of the liquid film due

2.2 Laser Light Interface Reflection Experimental Setup to increased centrifugal effects.
for Liquid Film Thickness Measurements. Laser light reflec-  Figure 4 shows the film thickness for Reynolds numbers be-
tion from the liquid/air interface was utilized to measure the liquitlveen Re=238 and 1188 for the stationary case and for the rota-
film thickness distribution on the disk in the radial direction. Withion speeds of 100 rpm and 300 rpm. As the Reynolds number
this technique, the location and topography of the air/liquid freiecreases, the hydraulic jump moves towards the outer edge of the
surface, and position and shape of the hydraulic jump can Hisk because the liquid leaves the collar with a higher radial mo-
determined as described by Ozar et[al]. mentum. For Re=238, the hydraulic jump is attached to the col-

The liquid film thickness measurements were made with thar. However at Re=555, the hydraulic jump occurs between
experimental setup shown in Fig. 2. The beam of an Argon iarir;=1.6 and 2.5. At Re=1188, it moves near the outer edge of
laser (Coherent Innova 90)5at a wavelength of 488 nm wasthe disk. For Re=555, the film thickness is nearly uniform in part
directed to the measurement region after being formed into a tlofithe subcritical region betwearir;=2.5 and 3.5 but then drops
sheet(vertical to the disk surfageof light by two cylindrical off near the outer edge of the disk. This decrease in the film
lenses. The first cylindrical ler(éocal length,f = —40 mm) trans- thickness is due to the acceleration of the flow as the liquid leaves
formed the laser beam into a laser sheet. The second cylindrite disk surface. Also the liquid film thickness in the subcritical
lens (f =200 mm) was used to decrease the thickness of the lasegion is an order of magnitude greater than that in the supercriti-
sheet to approximately 0.1 mm in the measurement region. Thas| region.
a thin laser sheet was obtained over the disk surface. The reflectedt moderate rotation speeds such as 100 rpm shown in Fig.
light at the liquid/gas interface was imaged by a high-spatial reséb), the film thickness exhibits a maximum whose location
lution 1300x1030 CCD cameraMicromax, Roper Scientific propagates outward with increasing flow rate. For these cases, the
Inc.). Before performing the experiments, the image of a millimetiquid film behavior can be divided into three zones; the inner
ric measuring scale was recorded for calibrating the magnificatiarertia-dominated region, the outer rotation-dominated region and
parameters. In order to eliminate the error that could be intrthe transition region in between. In the inertia-dominated region,
duced because of the slight wobbliritypically less than 1mm the inertia, and friction forces are dominant. Because of the fric-
vertical distance at the outer edg® the disk, the image acquisi- tion forces, the liquid tends to slow down and the film thickness
tion was always triggered at the same angular position of the diskcreases as reported by Thomas et[dB]. In the rotation-
The triggering mechanism consisted of a magnet, a magnetic sdominated region, centrifugal forces come into play causing a
sor and an electronic trigger circuit. As the magnet passed in frahinning of the liquid film. Meanwhile in the transition region,
of the sensor, the induced voltage signal was conditioned to trigeth of these forces are in play. Thus, the film thickness reaches a
ger the CCD camera. In order to validate the effectiveness of thisaximum in the transition region, where deceleration of the ve-
method, the dry disk surface reflection images were captured migeity due to friction is compensated and eventually balanced by
tiple times. It was found that the disk surface was consistentlie acceleration due to centrifugal effects.
located within five pixels out of 1030 translating to a position As apparent in both Figs.(d) and 4(c), the location where the
accuracy of 0.06 mm. Since the CCD camera field of view imaximum film thickness occurs, changes as a function of Rey-
limited to 12 mm distance in the measurement plane at high mawplds number and rotational speed. An increase in the Reynolds
nification, 15 overlapping regions were imaged successively tmmber causes an increase in the film inertia. Therefore, higher
cover the whole disk radius. At each location, film surface reflecentrifugal forces are required to overcome higher inertial forces.
tion images were recorded for up to 10 times and they were a¥-the rotation speed is kept constant and the Reynolds number is
eraged to determine the average position of the interface. Variaereased, then the maximum film thickness location travels to-
tions up to 30 percent in the film thickness were observed near tvards the edge of the disk. Since radial location influences the
hydraulic jump and for the wavy films under rotation. In order tanagnitude of centrifugal effects, the region where the centrifugal

Fig. 2 Experimental setup for flow visualization experiments
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a) b)

Fig. 3 Flow visualization of a liquid film flowing on a rotating /stationary disk
for (a) Re;=238, 0 rpm; (b) Re;=555, 0 rpm; (¢) Re;=555, 100 rpm; (d) Re,
=555, 200 rpm; (e) Re;=555, 300 rpm; (f) Re;=555, 500 rpm. Direction of disk
rotation is indicated by the arrow.

and inertia forces are comparable, moves towards the edge of sleét number are shown for different rotation speeds and Reynolds
disk. Figure 5 shows the change in the film thickness, when thembers between Re238 (3.0 Ipm)and Re=1188(15.0 Ipm).
Reynolds number is kept constant and the rotation speed is in-all cases, the Nusselt numbers increase with increasing liquid
creased. In this situation, the point where the centrifugal and tfien flow rate and the rotation speed. The Nusselt numbers are
inertia forces are comparable moves towards the collar. Thus, Higher at the inner portions of the disk close to the collar and
maximum film thickness location travels towards the center of thiacrease towards the outer edge. For the supercritical region,
disk. The film thickness decreases as the rotation speed increagrsse to the collar exit, inertial forces have a significant effect on
For 300 rpm, the centrifugal forces are dominant over the whojge flow and the maximum temperature differences exist in this
d|Sk surface SUCh that the f||m th|CkneSS decreases W|th |nCreaszgion. '|'husl the h|ghest heat transfer rates are a|so Obtained in
radial distance. this area. Away from the collar, due to the radial spread, the flow
3.2 Heat Transfer Measurements. Measurements of the P€gins to slow down which causes a decrease in the Nusselt num-

disk surface temperature distribution were made for different flo@er- Also, the developing thermal boundary layer causes a de-
rates and different rotation speeds. The heat transfer coefficien¢igase in the Nusselt number. For the case where the disk is sta-
defined in terms of the heat input per unit area supplied by t#@nary and the subcritical flow of the liquid film is present over
heater and the temperature difference between the liquid inlet tetf¥ disk, the behavior of the Nusselt number profiles changes. As
perature and the determined disk surface temperatures. The t&@wn in Fig. 3(a), the hydraulic jump is attached to the collar and
heat input was chosen as 3000 W for the flow rates between #)@ disk is cooled by the subcritical region of the liquid film for
Ipm and 9.0 Ipm and 4500 W for the flowrates between 12.0 Ipthe stationary case at Re238. The liquid velocities within the
and 15.0 Ipm. These variables were chosen to obtain sufficiengiybcritical region are quite low and result in low Nusselt numbers
high disk surface temperatures so that the maximum error in theer the disk. The Nusselt numbers for the stationary disk are
heat transfer coefficient is limited to approximately 10 percent.significantly lower than the rotating disk cases. Increasing rotation
The Nusselt number distributions are shown in Fig. 6 for progressively results in an increase of the heat transfer coefficient
range of liquid film flow rategor Reg) and rotation speeds. Hereand the Nusselt number as expected due to thinning of the liquid
the Nusselt number is based on the heat transfer coefficient defiim and more effective heat transfer.
mined based on the difference between the wall and liquid inletFor Rg=555, the hydraulic jump exists only for the stationary
temperatures and the supplied heat flux. The distributions of Nusase and it resides betweeim; = 1.5 and 2.5. The Nusselt number
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Fig. 4 Film thickness distribution along the radial direction for

a liquid film flowing on a stationary  /rotating disk at (a) O rpm;
(b) 100 rpm; and (c) 300 rpm.

variation shown in Fig. @) exhibits this effect as the Nusselt
number is significantly higher in the supercritical regiarnr(
<2.0) as compared to the subcritical regiarr(>2.5). For the
rotating disk cases, the hydraulic jump is not present on the disk
surface and consequently the heat transfer coefficients are consis-
tently higher. The effect of higher liquid flow rate and higher
liquid film velocity is to enhance the heat transfer in the inner
regions as seen in Figs(e&§ and 6(b). Additionally, the Nusselt
number in the inner disk regions approaches a constant value at
high flow rates. The magnitude of Nusselt number increases
slightly at the high rotation speeds. The approach to a constant
Nusselt number at high flow rates is expected as the inner regions
of the disk are cooled by the thin liquid film which has a high
velocity in these regions. It is interesting that the rotational effects
are still present in this region. Figurédd shows the heat transfer
data for 15.0 Ipm liquid flow rate corresponding to,R4188.

Sf/Si

Nuri=hri/kI
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Nu,=hri/k,
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Fig. 5 Film thickness distribution along the radial direction for
a liquid film flowing on a rotating disk at Re

=1188
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Fig. 6 Nusselt Number distributions along the radial direction

The Nusselt numbers are higher than the previous two ¢8s@s for a thin liquid film flowing on a stationary and rotating disk

Ipm and 7.0 Ipm)and the constancy of the Nusselt number in thir (a) Re;=238 (3.0 Ipm), Q=3000 W, (b) Re;=555 (7.0 lpm), Q

inner regions is more apparent. In fact, it is evident from all these3000 W, and (c) Re;=1188 (15.0 Ipm), Q=4500 W
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nolds number for Pr =4.2 at (a) r/r;=1.4, (b) r/r;}=2.1, and (¢)
Fig. 7 Nusselt number distributions along the radial direction rlri=2.9

for a thin liquid film flowing on a stationary and rotating disk
for (a) 0 rpm, (b) 100 rpm, and (c) 300 rpm

film flow. For Re=555, the hydraulic jump resides between;

data that the character of the Nusselt number distribution change.5 and 2.5 and the data exhibit a significantly different varia-
from that of a continuous decrease from the center to the outam as discussed earlier. At higher liquid flow rates, the inner part
edge of the disk to that of a constant inner part and a decreadehe disk attains a uniformly higher cooling from the high ve-
towards the outer edge. As explained before, this trend is a redoktity thin liquid film. As the rotational speed of the disk in-
of the interplay between the effects of the high velocity liquid filntreases, the variation of the Nusselt number with respect to flow
in the inner regions and the pronounced effects of the rotation riate decreases.
the outer regions. In Fig. 8, the previously shown data are plotted at several loca-

The Nusselt number distributions are shown in Fig. 7 at diffetions on the disk to determine the effect of flow rdt# inlet
ent flow rates for stationary disk and two rotational speeds of 1B%ynolds numbegron the Nusselt number. At all rotation speeds,
and 300 rpm. In these experiments the flow rates are 3.0, 5.0, &6 Nusselt number increases as the iRereases. At the inner
9.0 12.0, and 15.0 Ipm with the corresponding BE238, 396, region of the disk /r;=1.4) shown in Fig. 8(a), the Nusselt
555, 713, 951, and 1188. Also shown in Figa)is the data number increases with the inlet Reynolds number with a power
obtained earlier by Faghri et 4l13] for the stationary disk case. law dependence for the rotating disk data. For the stationary disk
The agreement between those and the current data is quite goase, the presence of the hydraulic jump influences the Reynolds
with a maximum deviation of 9 percent which is within the unnumber dependence. Hydraulic jump is present in the vicinity of
certainty of each data set. As the liquid flow rate increases, thé;=1.4 between Re-400 and 600 for the stationary case. Be-
Nusselt numbers also increase in all cases. However, the increlase Reg=400 the liquid film is in the subcritical region and the
is most pronounced for the stationary case, particularly in tidusselt number appears to exhibit a stronger Reynolds number
inner regions of the disk. For Re238 and 396, the hydraulic dependence as compared to the thin film region. In the thin liquid
jump is very close to the collar exit and as such the Nusselt nufilm regime, The Nusselt number dependence on the inlet Rey-
bers are low and have similar magnitude for the subcritical liquigolds number is similar for all cases including the supercritical
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flowing on a rotating disk as a function of rotational Reynolds radial direction for a liquid film flowing over a stationary disk
number for Re /=555 at O=3000 W for Re ;=555 at Q=3000W for §;=0.254 mm, 0.381 mm and
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regions of the film on the stationary disk. However, Nusselt num-

ber shifts to higher values with increasing rotational speed for aflience of the conjugate heat transfer effects by computational

cases. modeling to better assess these effects on the experimental
Figure 9 shows the dependence of local Nusselt number on mﬂjings.

rotational Reynolds number at three locations on the disk surface. ) .
This dependence becomes stronger and more pronounced at largdr3  Heat Transfer Correlation. A heat transfer correlation
radii on the disk surface as expected since the influence of rotatiyas developed by dividing the domain into two regions. Region |
becomes progressively more dominant at larger radii. The pow@presents the thermal entry I(_ength over the disk, and thus extends
law dependence on rotational Reynolds number is similar for tf@m the flow collar to the radius where the free surface tempera-
two outer locations shown in this figure. In a similar fashion, thire is first influenced by the wall heat flux. Region I extends
Nusselt number dependence on the Rosby number is shownffRim this point downstream but does not include the hydraulic
Fig. 10. It is clearly seen that data also exhibit a power law d&imp. A scale analysis is presented here to identify the controlling
pendence on the Rosby number, which is a measure of the relafd@ameters. For Region I, heat transfer coefficient can be written
importance of the radial and tangential components of the filgf
flow. As the rotation speed increases for a given film flow rate or

Rosby number decreases, the heat transfer coefficient is enhanced .k ﬂ
as expected. he L _ 24 (1)
In Fig. 11, the effect of the collar gap height through which the AT AT
liquid film emerges, is shown for the stationary disk. There is a _ _
substantial dependence of the local heat transfer rate and NusSgredT/dZ =Ty =Ti/dr, AT=T,,~T, thus,
number on the initial gap height at small radiir;<2.5. With K,
increasing gap height, the Nusselt number decreases, particularly h=<- or  Nu,=1 2
in the supercritical region. It is also interesting to note that this T
effect persists for sometime into the subcritical region. To predict the heat transfer coefficient, a knowledge of the ther-

The heat transfer results presented here could have been infi@l boundary layer is required. For Prandtl numbers of order one,
enced to some degree by the conjugate heat transfer effects inttiermal boundary layer development is highly dependent on the
disk although the experimental setup was designed to minimipature of the momentum boundary layer. The relationship between
such effects. However, earlier work by Faghri et[aB] suggests the thermal and hydrodynamic boundary layers can be written as
that conjugate heat transfer effects can be significant under certain

conditions. In light of this, we are currently investigating the in- %T:Cp,b (3)
Since the velocity distribution is in a transitional mode, the pre-
14 diction of 6 requires some simplifying assumptions. Namely, the
1000 v e =1 h : ' : :
A o =21 inlet velocity profile can be neglected and a uniform radial veloc-
Q ' Y r/r:=2-9 ity distribution at the inlet can be assumed. This is similar to
B Toe Y Watson’s second regidi2] with the addition of rotational effects.
< For this case, a developing radial boundary layer exists in a rotat-
T ing flow field for which a scale analysis of the momentum equa-
5" 500 . Ty tion yields
* g 112 1
r CiRg "+ Cy Re, (4)
300 : The first term in the above equation relates to the viscous growth
0.1 02 0.5 1.0 2.0 4.0 of the hydrodynamic boundary layer, which is the significant term
Ro=V, jor for radial flow regime. The second term results from rotational
forces and has the effect of accelerating and thinning the boundary
Fig. 10 Local Nusselt Number distribution for a thin liquid film layer. This centrifugal thinning term governs the relation for rota-
over a rotating disk as a function of Rosby number for Re ; tionally dominant regimes. Thus, a correlation for Region | can be
=555 at O=3000 W formulated as
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1600 R V"o Average Nusselt numberNu,,= 1.595 REPO-33
Nu, = 0.088Re™*® Pr“”+0.436(—m;—"j P’
= +2.692Re, /R0)%3P0-33
1200 - ro
@ ©)
%’_ 800 - Note that in the correlation for local Nusselt number, Nu is de-
2 fined using the local radius and local heat transfer coefficients
while in the case of average Nusselt number, it is defined by the
400 4 o Experimental Results outer disk radius and average heat transfer coefficient based on the
T Present corelalion arithmetic mean of the disk surface temperature. The validity of
0 e these data fits are shown in Figs. 12 and 13 for the local and
0 460 800 12'00 1600 overall Nusselt numbers respectively. The correlations for the lo-
NU, ;o cal and the overall Nusselt numbers were both found to be accu-
' rate to within=20 percent. In developing these correlations only
Fig. 12 Experimental results versus correlation for the local the data in the thin liquid film regiofi.e. supercritical regions for
Nusselt number for a liquid film flowing on a stationary /rotating  those cases having a hydraulic jumpere taken into account.
disk Also, due to possible cooling effects near the outer edge of the
disk as the liquid exits the disk surface, the data at the outermost
location closest to the disk outer edge were not included in the
Local Nusselt number; Ne(hr/k))=C, Reé'PP correlations.
+C, R&€RAPP (5)
Following the same procedure for Region Il we can write
" aT 4 Conclusions
—
h= q_” _ 9z ©) The characteristics of a thin liquid film with a free surface on a
AT AT stationary and rotating disk have been examined experimentally.
o T T The change in the position of the hydraulic jump was observed
wheredT/9Z = Ty=Ts/6,AT=T,~T;, thus, qualitatively by a photographic study. Also, the film thickness was
k Ty—Ts measured for different Reynolds numbers and rotational speeds
h= B Tu=T, (7)  with the laser light reflection technique. On the stationary disk
nmm w |

surface, the liquid film experienced a hydraulic jump in which the
Additionally, if the assumption is made th&ag,—Ts/T,—T;~1 liquid velocity decreased and the film thickness increased. With
then the correlation for Region Il reduces to the identical form dscreasing flow rates the hydraulic jump migrated towards the
that for Region | withdy,, replacingdy. In order to evaluate the outer edge of the disk. It was also observed that the hydraulic
validity of the above assumption, a heat balance was used to galmp washed off the disk surface under rotation. It was found that
culate the maximum bulk temperature of the fluid. A conservatiwéree regions existed in the rotating thin liquid film: the inertia
estimate of the free surface temperature was derived from théminated region, where the inertia and the frictional forces were
assumptionTy,, =T, +T¢/2. Using this approach for specific prevalent; the rotation dominated region, where the centrifugal
data sets, it was found tha@g,— Ts/T,,— T; =0.8—1.0 which was forces had a more significant effect; and a transition region which
considered to be acceptable. Since the correlation equations dentained elements of both the inertia and the rotation dominated
both Regions | and Il were of the same form, a single correlatioagions.
equation was used to represent both regions. The best fit correlaThe experimental study of heat transfer of a thin water film on
tions to all of the data presented in this study are given as follows.rotating disk was also presented. It was found that the heat
For the local and average Nusselt number, respectively, transfer was affected by different flow conditions over the disk
. 665.0.33 surface. Nusselt number was higher at the inner portions of the
Local Nusselt number: Ne-0.088 Ré P disk, close to the collar, and decreased towards the outer edge due
+0.436Re, /R0) 39033 to radial spread, convective heating of the liquid and the develop-
ing thermal boundary layer. When hydraulic jump occurred on the
(8)  disk, low Nusselt numbers were observed in the subcritical region
due to the significant increase in the film thickness and reduced
liquid velocities. However, the Nusselt numbers attained high val-

2500

re. 1 ues in the supercritical region. The increase in the rotation speed
Nu, =1.595Re]™ Pr“"’+2-692[ﬁ""] Pet® caused an increase in the Nusselt numbers because of the thinning
2000 —— effect. As the liquid flow rate increased, Nusselt numbers also
increased. This increase was more pronounced for the stationary
§ 1500 | case, especially on the inner parts of the disk surface. With the
= / increasing flow rate, the hydraulic jump migrated to outer radii
|2 o7 and the larger portions of the disk were cooled by the supercritical
1000 1 g region of the liquid film. In addition, the increase in the flow rate
& .~~~ o Expermental Results caused a more uniform temperature and Nusselt number distribu-
Present correlation . . . . . . iy
500 1 - e +20% tion at the inner regions due to the high liquid velocities.
i , , . Finally, semi-empirical correlations were presented for the local
500 1000 1500 2000 2500 and overall Nusselt numbers. Both of the correlations represented
NU,, corr the experimental data withinr20 percent. It should be also noted
' here that the conjugate heat transfer effects may influence the
Fig. 13 Experimental results versus correlation for average experimental results. Currently, a computational study of such ef-
Nusselt number for a liquid film flowing on a stationary /rotating  fects is being carried out in this configuration to assess their con-
disk tribution.
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Nomenclature

a,b,C,d,Cl,C2:
Ap =
dh =
h =

h =
k|:

Nu, =
Nu; =

Nu =
Pr =

-0
I

Greek Symbols

a =

S =

O

correlation coefficient

area of the heater, m

hydraulic diameter, (&), m

local heat transfer coefficientQ(An)/ (T,
—T)), WmPK

average heat transfer coefficient,
(QIAN/(Tay—T;), WIMPK

thermal conductivity of the liquid, W/mK
local Nusselt number,h(r/k;)

Nusselt number based on inlet radius,
(hr;/k))

average Nusselt numbehr(, /k;)
Prandtl number(v/a)

total heat input power, W

local radius, m

liquid inlet collar radius, m

outer disk radius, m

inlet Reynolds number,\{;, 5;, /v)
jet Reynolds number,\(;,d,,/v)
local Reynolds numberM;,r/v)
rotational Reynolds numberw¢?/v)

= rotational Reynolds number based on the

outer disk radius, ¢r2/v)
Rossby number,\(;,/or)

Rossby number based on the outer disk ra-

dius, (Vi,/wr,)

= average disk surface temperature, °C

bulk liquid film temperature, °C
local disk surface temperature, °C
inlet fluid temperature, °C

free surface temperature of the liquid film,

°C

radial velocity component at the exit of the

collar, (V/2mr;8), mls
volumetric flow rate, Vs

thermal diffusivity, nt/s
momentum boundary layer thickness, m
film thickness, m
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>
|

= inlet gap height, m

61 = thermal boundary layer thickness, m
kinematic viscosity of the liquid, fis
rotational speed, rad/s

<
Il
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Spatially Resolved Surface Heat
Transfer for Parallel Rib
Turbulators With 45 Deg
Orientations Including Test

< vwo, | Surface Gonduction Analysis

N. K. Burgess Spatially resolved Nusselt numbers, spatially-averaged Nusselt numbers, and friction fac-
tors are presented for a stationary channel with an aspect ratio of 4 and angled rib
S. Peddicord turbulators inclined at 45 deg with parallel orientations on two opposite surfaces. Results
are given at different Reynolds numbers based on channel height from 9000 to 76,000.
P. M. Ligrani The ratio of rib height to hydraulic diameter is 0.078, the rib pitch-to-height ratio is 10,
Fellow ASME Professor and the blockage provided by the ribs is 25 percent of the channel cross-sectional area.
Nusselt numbers are determined with three-dimensional conduction considered within the
Convective Heat Transfer Laboratory, acrylic test surface. Test surface conduction results in important variations of surface heat
Department of Mechanical Engineering, flux, which give decreased local Nusselt number ratios near corners, where each rib joins
MEB 2110, University of Utah, the flat part of the test surface, and along the central part of each rib top surface.
Salt Lake City, UT 84112-9208, USA However, even with test surface conduction included in the analysis, spatially-resolved

local Nusselt numbers are highest on tops of the rib turbulators, with lower magnitudes
on flat surfaces between the ribs, where regions of flow separation and shear layer
re-attachment have pronounced influences on local surface heat transfer behavior. The
augmented local and spatially averaged Nusselt number ratios (rib turbulator Nusselt
numbers normalized by values measured in a smooth channel) decrease on the rib tops,
and on the flat regions away from the ribs, especially at locations just downstream of the
ribs, as Reynolds number increases. With conduction along and within the test surface
considered, globally averaged Nusselt number ratios vary from 3.53 to 1.79 as Reynolds
number increases from 9000 to 76,000. Corresponding thermal performance parameters
also decrease as Reynolds number increases over this rgbg¥: 10.1115/1.1668046

Keywords: Augmentation, Conduction, Heat Transfer, Roughness, Turbines, Turbulent

Introduction The present results are thus different from and unique compared

Rib turbulators are one of several techniques that are used }%rEX'Stmg studies, and extend the rib turbulator data base by

enhancing convective heat transfer rates by increasing a dvectf esenting detailed, spatially-resolved surface Nusselt number dis-
9 y 9 HButions along a test surface, especially on and very near angled-

d”"‘?” by secondary _flows, anq turbulence transport over larg@érallel ribs. Analysis of conduction variations within the ribbed
portions of the flow flelds._Rewews of recent exper_lmental afst surface is included to account for spatially-varying surface
numerical research on the influences and effects of rib turbulat(?{éat flux. This approach gives more accurate surface Nusselt num-
are presented by Lall | anql ngrgnl et_al.[z]. Discussed are a per distributions than have been measured in other investigations,
variety of arrangements, including single-pass and mult_l-paé ecially in regard to the presence of hot spots along the test
channels, square and re_ctangular char}nels_, channe_ls W't.h 8(lHace. Without the spatially resolved measurements, and con-
without rotation, and rotating channels with different orientationg,, ~tion analysis applied to these measurements, the presence, ex-
with respect to the axis of rotatlc[lﬁi_—lil. . tent and nature of these hot spésd associated surface Nusselt
The present experimental study is conducted using a large-s ber variationswould not be known. Included in the present
test section, without rotation, so that detailed, spatially resolvc'}gj‘y for different channel Reynolds numbers @respatially re-
surface Nusselt numbers, and friction factors can be measure_% ed, spatially averaged, and globally averaged surface Nusselt
single-pass channel with aspect ratio of 4 is employed. The riR§ her data for variable surface heat flux next to the air stream
are placed so that they are parallel and aligned with repect t0 €3gRtermined from conduction analyses applied to the ribbed test
other on the two widest, opposite walls of the channel with 45 d&g,it5ce), andii) friction factor data. Also discussed are the effects

angles with respect to the streamwise flow direction. Reynolds ihermal boundary layer development on Nusselt number ratios.
numbers, based on channel height, range from 9000 to 76,000.

Related studies either do not present spatially resolved surf :

heat transfer datpd], or use channels with different aspect ratioaéé;ﬁpe”memaI Apparatus and Procedures

[7,9]. Unlike the present investigation, none of these studies ac-The overall experimental apparat(isit not the test sections

count for detailed conduction variations along and within theimilar to the one described by Mahmood and Ligrgif] and

ribbed test surfaces employed. Ligrani and Mahmoodl13]. A brief description of this apparatus is
also presented here.

Contributed by the Heat Transfer Division for publication in th®URNAL OF
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 6, 2003; Channel and Test Surface for Heat Transfer Measurements

revision received December 23, 2003. Associate Editor: C. Amon. A schematic of the facility used for heat transfer measurements is
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d turbulators on the top walbre used in its place. Also identified in
(a) a 7—l e f g h Fig. 1(b)is the test section coordinate system employed for the
d 7_. i 1 L L = study. Note that th&y coordinate is directed normal to the bottom
T 0 | wall.
L4 1 All exterior surfaces of the facilitybetween the heat exchanger
= e and test section) are insulated with Styrofoam k(
! /\\ a =0.024 W/mK), or 2 to 3 layers of 2.54 cm thick, Elastomer
" . ol, Products black neoprene foam insulatiok=(0.038 W/mK) to
(= m o0 minimize heat losses. Calibrated copper-constantant thermo-
aplenum : ot section et couples are located betvyeen the three_ layers of in_sulation located
¢, large orifice plate k. small orifice plate all around the test section to determine conduction losses. Be-
d. large blower return duct L boundary layer bleed-off plenum tween the first layer and the 3.2 mm thick acrylic test surfaces are
e. arrows show flow direction m. bleed air return , .
f. large blower bleed air return . inlet nozzle custom-made Electrofilm etched-foil heatéeach encapsulated
Y e oy P i between two thin layers of Kaptdio provide a constant heat flux
boundary condition on the test surface. The acrylic surfaces,

®) which are adjacent to the airstream, contain 35 copper-constantant
‘ thermocouples, which are placed within the ribs as well as within

flat portions of the test surfaces between the ribs. Each of these

thermocouples is located 0.051 cm just below the surface to pro-

inlet to

duct 4 plonum vide measurements of local surface temperatures, after correction
for thermal contact resistance and temperature drop through the
Top & =g plenum 0.051 cm thickness of acrylic. Acrylic is chosen because of its low
op & bottom rib e _— L. ° L.
Flow Direction thermal conductivity k=0.16 W/mK at 20°C) to minimize
a=12329mm  e=128mm streamwise and spanwise conduction along the test surfaces, and
b=4110mm  ¢'=18.2mm thus, minimize “smearing” of spatially varying temperature gra-

p=128.4 mm dients along the test surfaces. Energy balances, performed on the

Fig. 1 Schematic diagrams of (a) the experimental apparatus heated test surfaces, then allow determination of local magnitudes
used for heat transfer measurements, and  (b) the rib turbulator ~ Of the convective heat flux.
test surfaces, including coordinate system The mixed-mean stagnation temperature of the air entering the
test section is measured using five calibrated copper-constantan
thermocouples spread across its cross-section. To determine this
. temperature, thermocouple-measured temperatures are corrected
Yor thermocouple wire conduction losses, channel velocity varia-
tidns, as well as for the differences between stagnation and recov-
ery temperature. All measurements are obtained when the test
Ficility is at steady state.

a closed-loop. The air mass flow rate from the test section
measured(upstream of the blower employedising an ASME
standard orifice plate and Validyne M10 digital pressure mano
eter. The blower then exits into a series of two plenu® m
square and 0.75 m square). A Bonneville cross-flow heat ex-Local Nusselt Number Measurement. To determine the sur-
changer is located between two of these plenums, and is coofade heat fluXused to calculate heat transfer coefficients and local
with liquid nitrogen at a flow rate appropriate to give the desiredusselt numbels the convective power levels provided by the
air temperature at the exit of the heat exchanger. As the air exétehed foil heaters are divided by flat test surface areas. Spatially
the heat exchanger, it enters the second plenum, from which tiesolved temperature distributions along the bottom rib turbulator
air passes into a rectangular bell mouth inlet, followed by a hotest surface are determined using infrared imaging in conjunction
eycomb, two screens, and a two-dimensional nozzle with a comith thermocouples, energy balances, amaitu calibration pro-
traction ratio of 5.6. This nozzles leads to a rectangular crossedured12-15. To accomplish this, the infrared radiation emit-
section, 411 mm by 103 mm inlet duct which is 1219 mm ined by the heated interior surface of the channel is captured using
length. This is equivalent to 7.4 hydraulic diametérhere hy- a VideoTherm 340 Infrared Imaging Camera, which operates at
draulic diameter is 164.7 mmTwo trips are employed on the topinfrared wave lengths from @m to 14 um. Temperatures, mea-
and bottom surfaces of the inlet duct, just upstream of the tesired using the calibrated, copper-constantant thermocouples dis
section, which follows with the same cross-section dimensions.titbuted along the test surface adjacent to the flow, are used to
exits to another duct, and then to a 0.60 m square plenum, whighrform thein situ calibrations simultaneously as the radiation
is followed by two pipes, each containing an orifice plate, memontours from surface temperature variations are recorded.
tioned earlier. This is accomplished as the camera views the test surface
Figure 1(b)gives the geometric details of the acrylic test surthrough a custom-made, zinc-selenide wind@which transmits
face, including rib turbulator geometry. A total of 13 acrylic ribsnfrared wave lengths between 6 and 4, at transmission per-
or rib segments are used on the top wall and on the bottom wall@#ntages ranging from 70 to 90 pergdntated on the top wall of
the test section. As mentioned, these are arranged with 45 dkg test section. Note that the portion of the test surface viewed by
angles with respect to the streamwise flow direction, such that tthe infrared camera is painted flat black to improve its emissivity.
ribs on opposite walls of the channel are parallel and aligned willeven to thirteen thermocouple junction locations are usually
respect to each other. Each rib has 12.8 mm height and squpresent in the infrared field viewed by the camera. The exact
cross-section. The ratio of rib height to hydraulic diameter ispatial locations and pixel locations of these thermocouple junc-
0.078, the rib pitch-to-height ratio is 10, and the blockage prdions and the coordinates of a 12.7 cm by 12.7 cm field of view
vided by the ribs is 25 percent of the channel cross-sectional arage known from calibration maps obtained prior to measurements.
The top wall of the test section also has two cut-out regione Images from the infrared camera are recorded as 8-bit gray
at the upstream end and one at the downstream ehdre a scale directly into the memory of a Dell Dimension XPS T800r
zinc-selenide window can be installed to allow the infrared canRC computer using a Scion Image Corporation Frame grabber
era to view a portion of the test surface on the bottom wall. Thédeo card, and Scion image v.1.9.2 software. Three sets of 60
disturbances to the flow and thermal fields are believed to frames are recorded at a rate of one frame per second. This is done
minimal when this window is employed. When this window is no&fter the rib turbulator flows are established to obtain data when
in use, inserts with ribgwhich exactly match the adjacent ribthe test surface is at a steady state condition. All of 180 resulting
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images are then ensemble-averaged to obtain the final gray selg present, including along the vertical sides of the rib segment.
data image. This final data set is then imported into Matlab veis mentioned, this is accomplished using experimentally mea-
sion 6.0.0.88Release 12poftware to convert each of 256 pos-sured values as thermal boundary conditions around the numerical
sible gray scale values to local Nusselt number values, at eattmain solved by the numerical code.

pixel location using calibration data. Each resulting individual im-

age then covers a 300 pixel by 300 pixel area. Thermal conduexperimental Results and Discussion

tivity in the Nusselt number is based on the average of the local . .

wall temperature and the mixed-mean temperature of the air at the3@Seline Nusselt Numbers. Baseline Nusselt numbers fu
upstream inlet. Sargent et 5], and Mahmood and Ligrafl2] used to normalize the ribbed channel values, are measured in a

provide additional details on portions of the infrared imaging ang0°th rectangular test section with smooth walls replacing the
measurement procedures. two ribbed test surfaces. Except for the absence of the ribs, all

geometric characteristics of the channel are the same as when the

Friction Factors. Wall static pressures are measured alongbbed test surfaces are installed. These measurements are made in
the test section simultaneously as the heat transfer measuremémdsdownstream portions of the test section where the channel
are conducted, using 12 side wall pressure taps, located 25.4 tioav is hydraulically and thermally fully developed. All yiase-
apart near the downstream portion of the test section. These mig@e values are obtained usingTg; /T,, temperature ratio of 0.93
surements are made in the test section with rib turbulators, as well0.95. In addition, baseline measurements are conducted with all
as in a baseline test section with smooth surfaces on all four walisur surfaces wrapped with etched foil heaters to provide a heat
Friction factors are then determined from streamwise pressifligx boundary condition around the entire test section. Note that
gradient magnitudes. Friction factors are measured using the flae same constant flux heating arrangement is also employed with
cility shown in Fig. 1(a). Pressures from the wall pressure taps atee ribbed test section. The variation of baseline Nusselt numbers
measured using Celesco LCVR pressure transducers. Signals fiith Reynolds number Rg are in agreement with the Dittus-
these transducers are processed using Celesco CD10D Carggrelter smooth circular tube correlati¢h8] for Rey,<<180,000
Demodulators. Voltages from the Carrier-Demodulators are gd2—14.
quired using a Hewlett-Packard 44422A data acquisition card in- i o
stalled in a Hewlett-Packard 3497A data acquisition control unit, SPatially Resolved Distributions of Local Nusselt Numbers
which is controlled by a Hewlett-Packard A4190A Series configure 2(a) presents spatially resolved Nusselt number ratios,

puter.

Uncertainty Estimates. Uncertainty estimates are based on
95 percent confidence levels, and determined using procedures @

described by Kline and McClintockL6] and Moffat[17]. Uncer- 6 4 2 0
tainty of temperatures measured with thermocouples is 0.15°C. )
Spatial and temperature resolutions achieved with the infrared im- 0.5
aging are about 0.52 mm and 0.8°C, respectively. This magnitude 0.4
of temperature resolution is due to uncertainty in determining the 0.3
exact locations of thermocouples with respect to pixel values used 0.2
for thein situ calibrations. Local Nusselt number ratio uncertainty = 0.11
is then about+ 0.13 (for a ratio of 2.00), or about-6.5 percent. O g
Reynolds number uncertainty is approximateiyl.7 percent for N 01]
Ra, of 10,000. The estimated uncertainty of local channel friction 0'2_
factors is=4.5 percent. e
-0.31
Conduction Analysis Within the Test Surface gg
Three-dimensional conduction along and within the acrylic test 65 6.7 69 71 73 7.5
surface is determined using version 6.0 of the ANSYS numerical X/Dh
code. To accomplish this, a portion of the test surface, with one )

acrylic rib segment, is modeled using approximately 17,480 nu-
meric node elements. In addition, a constant heat flux boundary
condition (determined from values used in the experimgiis
imposed on the back side of the 3.2 mm thick acrylic test surface.
Local surface temperatures, measured experimentally using infra-
red thermography, are used for the thermal boundary condition on
portions of the test surface next to the air stream, including the top
of the rib segment and the flat parts of the test surface around the
rib. Temperatures are also imposed as the thermal boundary con-
dition on the vertical parts of the rib segment, which are deter-
mined by interpolation of values measured at the edge of the rib
top and at the corngibetween each rib side and flat parts of the
test surface).

Ordinarily, without the conduction analysis applied, the same
heat flux produced by the etched-foil heater is assumed to leave .
the test surface next to the air stream at the rib top and along the 6.6 6.8 7 7.2 7.4
flat parts of the test surface around the rib. This means that no heat X/Dh
is assumed to leave the vertical side walls of the rib, and that all of
the the_rmal power into the test surf_ace leaves e.nt_lrely only frOE? . 2 Local Nusselt number ratio Nu /Nu, distribution along
the horizontal surfaces next to the air stream. This is referred_tot rib turbulator test surface for Re ,=17,000 and T,/ T,
a “constant heat flux boundary condition.” The ANSYS version=g.94. (a) With constant surface heat flux and no surface con-
6.0 conduction analysis is used to determine the non-uniforgiaction analysis applied.  (b) With variable surface heat flux
variations of surface heat flux into the air stream, which are actand surface conduction analysis applied.

Z/Dh

Journal of Heat Transfer APRIL 2004, Vol. 126 / 195

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



measured over about two periods of ribbed pattern, on the bottom @
test surface. The results are shown for;R&7,000 andT; /T, 8
=0.94, and are obtained with constant surface heat flux and no
surface conduction analysis applied. In the figure, flow is directed
from left to right in the increasinX/D,, direction. The darker
diagonal regions show Nu/Nwalues measured on the tops of the
ribs. The data presented are time-averaged, determined from 25
instantaneous data sets acquired over a period of 25 seconds.

As indicated in Fig. 2(a), Nu/Nyratios are relatively very high
along the tops of the ribs. When compared along the rib tops,
values are fairly uniform at different locations. As one moves , ‘ . .
from the rib in the streamwise or X/D,, direction, local Nu/Ny 6.6 6.8 7.0 7.2 7.4
values initially decrease, and then are low relative to other loca- X/D
tions on the test surface. This is due to a re-circulating flow region
just downstream of the rib, where the flow direction next to the (b) Re,=17000
surface is opposite to the bulk flow direction. Note that a shear 8 o constant heat flux
layer forms between this re-circulating flow region and the bulk o variable heat flux
flow located just above the rib. A region with relatively higher 6l
values of Nu/Ny then follows at slightly higheX/D,, (where
Nu/Nu,>2.5), which is due to reattachment of the shear layer
which is initially formed above the re-circulating flow region.
With an additional increase in streamwise development, Ny/Nu
values are approximately constant as a second 45 deg rib is ap- 2f
proached. This pattern of flow and surface Nusselt number varia-
tions then repeats itself as additional ribs are encountered along 0
the test surface. Other factors that affect the heat transfer aug-
menations are the strong secondary flows, and the skewing and
three-dimensional nature of the boundary layer that develops d
to_'I[_P;]e anglelf orlentatltorcljs_oféhe nbfg]' Re.=17.000 . NwNu, along the rib turbulator test surface for a Reynolds

_The results presented in Fig(a for Re;=17,000 are again n,mper Re ,,=17,000 and T,/ T,, of 0.94. Data are given for con-
given in Fig. 2(b), but with variable surface heat flux and surfacgant surface heat flux  (no surface conduction analysis ) and for
conduction analysis applied. Comparison of these two figures thisiable surface heat flux  (with surface conduction analysis ).
provides information on the effects of three-dimensional conduga) At constant Z/D,=0.0 as X/D,, varies. (b) At constant X/D,,
tion along and within the test surface. The results at this exper7.0 as Z/ D, varies.
mental condition are chosen to illustrate these effects, because
variations due to conduction are qualitatively similar to ones ob-

served at other Reynolds numbers. Note that the results in $8 = for constantx/D,=7.0. Both figures show variable heat
latter figure cover smaller ranges BfDy, and Z/Dy, values. A fiyx Nu/Nu, ratios which are significantly lower than constant
comparison of the data in Figs(& and 2(b)shows that NU/NY heat flux values in the central part of the rib. As mentioned, this is
ratio changes due to three-dimensional conduction are most @rtially due to heat transfer from the sides of the ribs, which also
parent on the top of the rib segment, and on flat base regigfigses local Nu/Npincreases, determined with a variable heat
immediately adjacent to the rib segment. Such three-dimensiofgl thermal boundary condition, to be higher than values mea-
conduction effects are limited, in part, because of the high-quali§y;red with constant heat flux, near the edges of the rib top. Other
construction and performance of the heated test surface, witRigriations of importance in Figs(&) and 3(b)are present on the
which, conduction is one-dimensional over most of its volume. fiat surfaces near the edges of the ribs, where variable flux Nu/Nu
The Nu/Ny, data in Fig. 2(ajare obtained by assuming that allyajyes are locally lower than constant flux NujNwalues over
of the heat flux into the rib segment leaves entirely from the top Q@ry small areas.
the rib (with none leaving from the sides When three-  The effects of Reynolds number on spatially-resolved Nusselt
dimensional conduction is present and a portion of the heat trapgmber ratiogobtained with variable surface heat flux determined
fer leaves the vertical sides of the rib, the surface Ny/Mistri-  from the surface conduction analysese illustrated by the data
bution in Fig. 2(b)is produced. As before, the darker diagonapresented in Figs.(4) and 4(b). The data presented in both figures
regions with relatively high Nu/Nyratios are again present alongat all Rg, are measured on the same part of the test surface. All of
the tops of the ribs in this figure. Relative to constant heat flue results are also time-averaged using 25 instantaneous data sets.
values in Fig. 2(a), Nusselt number ratios in FigbRare then |n the first of these figures, local Nu/julata are given as they
lower in the middle part of the rib top, with higher Nu/Nvalues vary with X/D,, for constantZ/D,=0. In the second of these
near the upstream and downstream edges of the rib top. Nussigiires, Nu/Ny data are given as they vary wi/D,, for con-
number ratios on the flat surfaces just adjacent the ribs are aigant X/D,=7.0. These data are obtained from survey results
lowered in corners and then increagedmpared to constant heat(such as the ones shown in Figbp at Re, ranging from 9,000 to
flux values)along lines which are approximately parallel to the riky6,000, and about constant temperature r&idT,, of 0.93-0.95.
segment. In Fig. 4(a), local Nu/Ny values atX/D,=6.60 to X/D,=6.90
The effects of three-dimensional conduction within and alongprrespond to locations upstream of the centralXitd,,= 6.90 to
the test surface are further illustrated by the results presentedXifD,,=7.01 are then located on the rib, addD,=7.01 to
Figs. 3(a)and 3(b). In both cases, local Nusselt number ratidg/D,=7.40 correspond to the flat surface downstream of the rib.
Nu/Nu, for constant surface heat fluno surface conduction In Fig. 4(b),Z/D,,= —0.40 toZ/D,,= —0.04 andZ/D,=0.08 to
analysis)and for variable surface heat flywith surface conduc- Z/D,=0.40 correspond to spanwise locations on the flat portions
tion analysisjare presented for a Reynolds numbep;R€17,000 of the surface between ribs, atiD,,= —0.04 to Z/D,=0.08
andT,;/T,, of 0.94 In the first of these figures, local Nu/Ndata correspond to locations on the central rib.
are given as they vary witi/D,, for constantZ/D,=0. In the Figures 4(a)and 4(b)both show that the highest Nusselt num-
second of these figures, Nu/jNdata are given as they vary with ber ratio values are again present on the rib tops, especially near

Re, =17000
o constant heat flux

o variable heat flux

Nu/Nu
n

e . .
Ig. 3 Variable surface heat flux, local Nusselt number ratios
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Fig. 4 Variable surface heat flux, local Nusselt number ratios
Nu/Nu, along the rib turbulator test surface for different Rey-
nolds numbers Re , and T,;/T, of 0.93-0.95. (a) At constant
Z/D,=0.0 as X/D, varies. (b) At constant X/D,=7.0 as Z/D,
varies.

the edges, at all Reynolds numbers. Nu/Matios also decrease
on the rib tops, and on the flat regions away from the ribs, espe-
cially at locations just downstream of the ribs, as,Recreases.
These two figures also show that Nu/Nwualues generally in-
crease continually downstream of the rib eitheX@B,, increases

or asZ/Dy, decreases, for all Reinvestigated. This increase is
partially due to shear layer re-attachment. Irrespective of the value
of Reynolds number employed, the results in Fig&-H) also
show that Nu/Ny values are generally higher than 1.0 on most of
the test surface, including the flat regions between the ribs.

Spatially Averaged Nusselt Numbers. Spatially averaged
Nusselt number ratios N, , determined from local dateguch
as that shown in Fig. 2(b)are determined for the diagonal direc-
tions shown in Fig. 5(a). These diagonal directions are oriented
parallel to and perpendicular to the direction of the ribs located
along the bottom test surface. As shown in Fi@)5W/D, is then
the diagonal directed normal to the ribs, dnfD,, is the diagonal
directed parallel to the ribs. The origin of the&D,, and W/Dy,
axes is positioned aK/D,=6.53. W/D},)max then equals the
spacing between adjacent ribs, or the rib pitch in the direction
normal to the ribs. The resulting data are shown in Figb-d,
6(a-b), and 7(a-b). Figures 5(b-@re obtained with the surface
conduction analysis applied, and are thus representative of a vari-
able surface heat flux thermal boundary condition next to the air
stream.

Figures 5(bjand 5(c)show data for Rgfrom 9000 to 76,000 at
constanfT,; /T,, of 0.93-0.95. The N/Nu, data in the second of
these figures are averaged in "W&D,, direction, and shown as
they vary withL/D,/(L/Dy) max- The data are approximately con-
stant withL/D,, at each Reynolds number, ReThis is important
because it means that the flow at each Reynolds number consid-

(a)
X/D, e Downstream location
i ZD, X/Dy=6.53
T T T Upsu';’a(:rllslocaﬁon
Flow Dircction XD
b C
(b) Re, © Re
8 8 H
—=— 9000 « 9000
—a— 17000 o 17000
6+ —e— 51000 6 e 51000
a p-—o-— 76000 o o 76000
30 \ =]
€4t T
{3 s =
=
3
2 2]
800z 04 80 02 "0z 085 o8 10
(WID,Y(WID,), ., (LDIUD, ).,

Journal of Heat Transfer

Fig. 5 (a) Schematic diagram of a portion of the bottom rib turbulator test
surface showing the coordinates which are oriented perpendicular to and
parallel to the rib turbulators.  (b) (c) Nusselt number ratios N u/Nu, , obtained
with variable surface heat flux, for fully-developed conditions measured at

the downstream end of the test section for different Reynolds numbers and
T,i/T,=0.93-0.95. (b) Data averaged in the L/D, direction, as dependent
upon the WID,/(WIDy)nax coordinate. (c) Data averaged in the W/ D, direc-
tion, as dependent upon the  L/Dy/(L/Dp)max coordinate.
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b) 8 _ 6L o Downstream location
Re,=17000 o Upstream location
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o variable heat flux Z 4t
12
2+

9002 04 o5 08 10
(L/D,)KL/D,)

max

%.O 0.2 0.4 0.6 0.8 1.0 B

(LIDY(LID,), .. Fig. 7 Nusselt number ratios N u/Nu,, obtained with variable

surface heat flux, for a Reynolds number number Re  ,=51,000

and T,;/ T, of 0.94. Data are shown which are measured at the
downstream end of the test section with thermally fully-
developed flow, and measured at the upstream end of the test
section with thermally developing flow. (a) Data averaged in the
L/ Dy, direction, as dependent upon the ~ W/ Dy /(W/ Dp) max COOI-
dinate. (b) Data averaged in the W/D,, direction, as dependent
upon the L/Dy/(LIDp)max coordinate.

Fig. 6 Nusselt number ratios N u/Nu, for fully-developed con-
ditions measured at the downstream end of the test section for

a Reynolds number number Re ,=17,000 and T,;/T, of 0.94.
Data are shown with and without conduction analysis applied
(variable and constant surface heat flux, respectively ). (a) Data
averaged in the L/D; direction, as dependent upon the
WI Dyl (WIDy)max coordinate. (b) Data averaged in the W/D,, di-
rection, as dependent upon the  L/D,(L/Dp)nax coordinate.

ered is thermally fully developed. Note also that some of the side0.58, which corresponds to locations downstream of the central
wall effects apparent in Figs(&b) are not apparent in Fig. 5(c). rib, variable flux Nu/Nuy, values are again generally lower than
The Nu/Nu, distributions at each Rein Fig. 5(b) @veraged in constant flux values. Variable-flux Nusselt number ratios are also
the L/D, direction and shown as they vary withsignificantly lower than constant flux ratios at corneshere the
W/D,,/(W/D)ma, then show important variations with ribs join the flat surrounding surfagevhich is important because
W/Dy,/(W/D}) max bECaUSe this coordinate is oriented perpendicii-means that these are potential hot spots, especially when located
lar to the direction of the ribs. In some cases, these inclugiést downstream of a rib near the largest flow re-circulation zone.
Nu/Ny, increases with Reat the top of the central rib. At larger The Nu/Nu, values presented in Fig(i), obtained with and with-
W/Dy,/(W/Dp,) max>0.58, which correspond to locations down-out three-dimensional conduction taken into account, are about
stream of the central rib, NNy, values then decrease substanthe same at differerit/Dy,/(L/Dy) max values.
tially as Re, increases. This is mostly due to changes to the The Nu/Nu, data presented in Figs. 7(ahd 7(b)are obtained
strength and size of the flow re-circulation region downstream &ir Re, of about 51,000, and the same surface layout given in Fig.
the rib, which occurs as the Reynolds numbey, Becomes larger, 5(a), except that some of these data are obtained at a location
as mentioned. farther upstream where the thermal boundary layers are still de-
The results in Figs. @) and 6(b)are presented to further illus- veloping. In this case, the origin of tHe/D, and W/Dy, coordi-
trate the influences of three-dimensional test surface conductie@tes is located aX/D,=0.15. Note that the surface conduction
on spatially- averaged MNU, values. These Nusselt number ratio@nalysis is applied to obtain the results in the Figs) and 7(b).
are given for fully developed conditions because they are mda-Fig. 7(b), the Ni/Nu, data measured upstream show almost no
sured at the downstream end of the test section. Here, data w@gation with L/Dy,/(L/Dp)max, Which means that the thermal
present for the same layout as the data in the previous two figuregundary layers at this measurement location are fully developed,
The data are given for a Reynolds number numbey &el7,000 or are nearly fully developed.
andT,;/T,, of 0.94. The data are shown with and without the test The upstream-measureduMu, data in Fig. 7(ajare shown as
surface conduction analysis appliece., for variable and constant they depend upoW/Dy,/(W/D},) max, @nd show more evidence of
surface heat flux, respectivelyApparent in Fig. 6(apre a num- incomplete thermal development. For regions upstream of the rib
ber of important variations due to surface conduction, which a(®/Dy,/(W/D},) 1ax<0.40), on the rib (0.40W/D,/(W/Dy,) max
present along most of the extent of the rib. For example, variabi€0.58), and downstream of the ribW{Dy,/(W/Dy,) nac>0.58),
flux Nu/Nu, values are significantly lower than constant flux valthe Nu/Nu, values measured at the upstream channel locations are
ues along the central part of the rib top. W/D,,/(W/D)max  generally different than values measured at the downstream chan-
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W present 45 degree parallel rb data 4
O present 45 degree parallel rib data with conduction analysis E ‘
A Han et al[5) 45 degree crossed-rb data [ Q.
AHan et al [5) 45 degree parallel rib data E P's)
O Han et al [6) 60 degree parallelrib data 3 r A
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0 ' ‘ ' fif,
0 30000 60000 90000
Rey Fig. 10 Rib turbulator channel globally-averaged Nusselt
] ] numbers for fully developed flowand  T,;/T,=0.93—-0.95 as de-
Fig. 8 Parallel-rib-turbulator channel globally averaged Nus- pendent upon friction factor ratios, including comparisons with
selt number ratios for fully developed flow, averaged over the results from other investigations  [5,6,7]. Symbols are defined
surface area corresponding to one period of rib turbulator ge- in Fig. 8.
ometry, as dependent upon Reynolds number for Toil Ty

=0.93-0.95. Comparisons with results from other investiga-

ti 5,6,7 included. ) . . . .
fons 1 are include ferent configurations of ribs placed on two opposite walls, includ-

ing 90 deg ribs, 45 deg and 60 deg parallel ribs, 45 deg and 60 deg
crossed-ribs, 45 deg and 60 deg V-shaped ribs, and 45 deg and 60
deg A-shaped ribs. The data used for comparison from Han et al.
%] are for square channels with 90 deg continuous ribs, 60 deg
continuous ribs, and 60 deg broken ribs. In all cases, the ribs are

Globally Averaged Nusselt Numbers and Friction Factors Parallel on opposite channel walle/Dy, is .063,p/e is 10, and
Figures 8, 9, and 10 present globally-averaged Nusselt numi&/H is .126. The Taslim et a[7] data used for comparison are
ratios for fully-developed flow conditions, which are determine@!SO obtained in a square channel withe=10. For these data,
by averaging all the local data in the rectangular area enclosed¥§Ph=-083, and 2/H is .166. In addition, the 45 deg oriented
the lengths L/Dp)max and (W/Dp)max Shown in Fig. 5(a). ribs are arranged in the same direction on opposite channel walls,
Globally-averaged Nusselt number ratios are thus determin@@d placed at streamwise locations so that they are staggered with
from results like the ones in Figs(9 and 5(c). The data in Figs. réSpect to each other. _
8-10 are given for Reynolds numbers,Reom 9000 to 76,000 Figure 8 shows that globally-averaged Nusselt number ratios
and T,;/T,, of 0.93-0.95. Results from Han et d5,6], and 9generally decrease as Rincreases for all of the configurations.
Taslim et al.[7] are included for comparison. Note that the-Or the present rib-turbulator arrangement, globally averaged ra-
present data with the conduction analysis inclutee a variable tios (with test surface conduction analysis employeery from
heat flux boundary conditionare slightly lower than data ob- 3-53 to 1.79 as Reincreases from 9000 to 76,000. The present
tained with no conduction analysis and a constant heat flux bourRirallel-rib data are then slightly higher than the 45 deg and 60
ary condition. deg parallel rib data from Han et 4b,6]and the 45 deg parallel

Recall that the present 45 deg square ribs are arranged so fiaflata from Taslim et a[.7] for Rg;<30,000, and either slightly
they are parallel and aligned on opposite channel walls. They dpdver or in rough agreement with these data at higher Reynolds
installed in a channel with aspect ratio of 4, ratio of rib height tgUmbers. Differences between the present data and the Han et al.
hydraulic diametee/D,, of .078, rib pitch-to-height ratip/e of [5] parallel-rib data are due to different channel aspect rdfios

10, and ratio of rib blockage area to channel cross-sectional afd¥! 4), different rib blockage percentagé.5 percent and 25.0
2e/H of 0.25 or 25 percent. The Han et 5] data used for Percent), and because the Han efa].results are based on mea-
comparison are obtained in a square channel wih,=.0625, Surements made at discrete locations, which can give differences
p/e=10, and 2/H=.125. These investigators consider nine difVhén compared to data based on spatially resolved measurements,
such as the ones from the present study.
Measured friction factor ratios in the rib-turbulator channel for

nel locations, when compared at the saivéD,,/(W/Dy,)max-
This is partially because of thinner, less-than-fully developed th
mal boundary layers at the upstream location.

12 Re, of 9000 to 76,000 at,;/T,, of 0.93—-0.95 are shown as they
depend upon Rein Fig. 9. Thesef/f, data are also compared
10t o with results from Han et al[5,6], and Taslim et al[7]. The
r o present data cover approximately the same range of values as the
81 4 %o 45 deg parallel-rib data from Han et k). The present/f, data
@ :',0 A A are then lower than the continuous, 60 deg parallel rib data from
AR T 4 o W° Han et al.[6] and the 45 deg parallel rib data from Taslim et al.
4+ . A A [7] for all Reynolds numbers considered.
— Globally-averaged Nusselt number ratios and friction factor ra-
27 tios from Figs. 8 and 9 are plotted together in Fig. 10. The present
| Nusselt number ratios cover the same range of values as the data

from Taslim et al[7] and Han et al[6], however, friction factor
0 30000 Rey 60000 80000 ratios are lower. The present results then appear to bracket the 45
deg parallel-rib data from Han et 4b] in Fig. 10.

Fig. 9 Rib turbulator channel friction factor ratios fl f, for fully .

developed flow conditions as dependent upon Reynolds num- Thermal Performance Parameters. These comparisons are
ber for T,;/T,=0.93—0.95. Symbols are defined in Fig. 8. Com- further illustrated by the thermal performance parameters which
parisons with results from other investigations [5,6,7] are in-  are presented as they depend upor, ReFig. 11. This perfor-
cluded. mance parameter is employed because it gives the ratio of heat
Journal of Heat Transfer APRIL 2004, Vol. 126 / 199
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2.40 away from the ribs, especially at locations just downstream of the
ribs, as Reynolds number increases. Such changes are partially
due to alterations to the size and strength of the flow re-circulation
region located downstream of the ribs, and the shear layer associ-
o3 N ated with it, as the Reynolds number increases. Other phenomena
A that affect the heat transfer augmentations are the strong second-
A ary flows, and the skewing and three-dimensional nature of the
080 r boundary layer which develops due to the angled orientations of
the ribs. Because of such effects, local and spatially-averaged
Nusselt number ratios are generally much higher than 1.0 over
0.00 ‘ . ‘ most of the ribbed test surface, including the flat regions between
0 30000 40000 90000 the ribs, irrespective of the value of Reynolds number employed.
Rey Globally averaged Nusselt number ratigsbtained with the
conduction analysis applied to the test surfacay from 3.53 to
Fig. 11 Rib turbulator channel globally averaged performance 1.79 as Reynolds number increases from 9000 to 76,000. The
parameters for fully developed flow and  T,;/7,=0.93-0.95 as  present parallel-rib data are then slightly higher than the 45 deg
dependent upon Reynolds number, including comparisons and 60 deg parallel rib data from Han et [@,6]and the 45 deg
yvith_ results from other investigations [5,6,7]. Symbols defined parallel rib data from Taslim et d7] for Re,<30,000, and either
in Fig. 8. slightly lower or in rough agreement with these data at higher
Reynolds numbers. Thermal performance parameters also de-
. - . crease somewhat as Reynolds number increases over the same
transfer augmentation to friction augmentation, where each /Iy, o of yalues. These values are slightly higher than data from
given for the same ratio of mass flux in an internal passage WA Glim et al.[7] and Han et al[6] at lower Reynolds numbers,

augmentation devices to mass flux in the internal channel wi d in approximate agreement with the data from Han d6aht
smooth surfacegl9]. Performance parameter magnitudes for t

present study are determined from the data in Figs. 8@ith hr‘ﬁgher Reynolds numbers Rereater than 30,000.
test surface conduction includednd decrease from 2.09 to 1.03
as Re, increases from 9000 to 76,000in Fig. 11. These values ai@knowledgment

slightly higher than data from Taslim et &¥] and Han et al[6] o

at lower Reynolds numbers, and in approximate agreement with! "€ Work presented in this paper was sponsored by a AGTSR
the data from Han et a[6] at higher Reynolds numbers Re Advanced Gas Turbine Research Program research subcontract

R
»®

)1/3

5160

(Nu/Nuo)/(ff

greater than 30,000. sponsored by the U.S. Department of Energy-National Energy
' Technology Laboratory through a cooperative agreement with the
Summary and Conclusions South Carolina Institute for Energy Studies at Clemson Univer-

Spatially resolved Nusselt numbers, spatially-averaged Nuss%ﬁl '

numbers, and friction factors are presented for a stationary chan-

nel with an aspect ratio of 4 and angled rib turbulators inclined afomenclature

45 deg with parallel and aligned orientations on two opposite .

surfaces. Results are given at different Reynolds numbers based & = Streamwise extent of test surface

on channel height from 9000 to 76,000, and ratios of air inlet = spanwise extent of test surface

stagnation temperature to surface temperature ranging from 0.98/H = channel aspect ratio

to 0.95. The ratio of rib height to hydraulic diameter is 0.078, the Dn = channel hydraulic diameter

rib pitch-to-height ratio is 10, and the blockage provided by the ? = r!b turbulator W!dth f':md he|ght_ o

ribs is 25 percent of the channel cross-sectional area. e’ = rib turbulator width in streamwise direction
Nusselt numbers are given with three-dimensional conduction f = friction factor _ _

considered along and within the acrylic test surface employed in fo = baseline friction factor in a smooth channel with no

the study. When data are adjusted to account for three- rib turbulators

dimensional conductiofand variable surface heat flualong and H = channel height _

within the test surface, Nusselt number ratios show different quan- N = heat transfer coefficient based on flat projected area,
titative variations(with location along the test surfag&ompared qN(Tw=Tm)

to variations when no test surface conduction is included and the k = thermal conductivity

heat flux is assumed to be constant. Changes indiidecal and L = coordinate in direction parallel to ribs

spatially-averaged Nusselt number ratios, obtained with variable Nu = local Nusselt numbehDy,/k _
surface heat flux, which are significantly lower than constant flux NU, = baseline Nusselt number in a smooth channel with no

values along the central part of the rib tops, @idvariable flux rib turbulators

Nusselt number ratio decreas@slative to constant flux valugs p = streamwise pitch spacing of rib turbulators
on the flat regions between the ribs, near corners where the ribs Pr = Prandtl number

join the flat surrounding surface. This last characteristic is impor- §” = surface heat flux

tant because it means such corners are potential hot spots, esp&&; = Reynolds number based on channel height
cially when located just downstream of a rib near the largest flowRéy, = Reynolds number based on hydraulic diameter

re-circulation zone. T = local static temperature
Spatially resolved, local Nusselt numbers, determined using test U = streamwise bulk velocity averaged over the channel
surface conduction analyses and normalized by values measured cross section

in a smooth channel, are highest on tops of the rib turbulators, W = coordinate in direction normal to ribs
with lower magnitudes on flat surfaces between the ribs, where X = streamwise coordinate measured from the test section

regions of flow separation and shear layer re-attachment have pro- inlet

nounced influences on local surface heat transfer behavior. The Y = normal coordinate measured from the test surface
augmented local and spatially-averaged Nusselt number (atios between the ribs

turbulator Nusselt numbers normalized by values measured in a Z = spanwise coordinate measured from the test surface
smooth channelglecrease on the rib tops, and on the flat regions centerline
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near-step region, including Saetrf] and Browne and Antonia

E?ET}]], have reported the significant inaccuracy of Et) in the
mediately vicinity of the temperature step. Saetf&h mea-

%{\r_ed mean temperature profiles in the boundary layer and in-

Introduction

The fact that a one-dimensional step in wall temperature si
nificantly impacts the convective heat transfer coefficiémt

downstream of the step has been known for many years. Temp )
ture step solutions have long been used as basis functions in rred the heat transfer just downstream of the temperature step by

perposition techniques, since the energy equation is linear un{8fn9 his data to the thermal law of the wall. He also compared
the constant fluid properties assumption and such solutions pertf¢ "€sults to the analytical solution presented by Kestin and Per-
relatively simple reconstruction of arbitrarily complex therma$eh [7] with good agreement. He found that E€L) under-
boundary conditions. predicted his experimental data by roughly 25 percent at one
Reynolds et al[1] reported an approximate solution for theboundary layer thickness downstream of the stefd{=1.0),
heat transfer downstream of a wall temperature step in a smo@itd by more than 30 percent fofs,=0.25. Browne and Antonia

wall flat plate turbulent boundary layer, given by the expressiof6] studied the boundary layer relaxation after a sharp change in
the wall temperature distribution. Mean temperature and heat flux

B 020, £\ 910 -8 distributions within the developing thermal boundary layer down-
St(x)=0.0287Rg™"Pr 91— X (@) stream of the step were calculated using estimates of the effective
turbulent Prandtl number, PrThe predictions were compared
where ¢ represents the unheated starting length gl the dis- against several sets of experimental data from three independent
tance from the virtual origin of the boundary layer. The saméources, with good agreement. The same benchmark data reveal a
authors validated this solution in an associated series of smoogansistent under-prediction of the heat transfer near the step using
wall, flat plate experiments. Reynolds et E2] also conducted Eq. (1), with the reported error as high as20 percent ak/ 8,
experiments with non-uniform thermal boundary conditions, and1.0. Antonia and co-workeréAntonia et al.[8]; Subramanian
used Eq(1) as a superposition basis function to predict such casgsd Antonig[9]; Teitel and Antonid10]) have also experimentally
with good success. _ examined the detailed evolution of the temperature, velocity, tur-
Taylor et al.[3,4] studied the convective heat transfer downpjence, and turbulent heat flux profiles downstream of step

stream of a wall temperature step for a broad range of Reynoldsanges in the wall heat flux, for both boundary layer and channel
numbers (Rg, for both smooth and rough wall situations. They,,

found that the rough and smooth wall unheated starting length
correction data scatter about a single curve.

The correlation in Eq(1) is based upon a 1/7th power law for
the boundary layer velocity and temperature profiles, and is ap

Many heat transfer studies to date have focused on nominally
two-dimensional turbulent boundary layers with a one-
imensional wall temperature distribution. Much less attention has

cable to redions relatively far downstream of the step where t een directed toward three-dimensional boundary layers or even
9 y p ree-dimensional convective heat transfer in two-dimensional

profiles have been allowed to develop. However, the heat transfe . - .
undary layers. The latter case requires a two-dimensional ther-

behavior very near the step location—uwithin about one boundap%! boundary condition that possibly generates lateral turbulent

layer thickness—has not been quantified to the same accurac . L . .
the far-field behavior. The few researchers who have studied figusion contributions to the heat transfer, in spite of the two-
dimensionality of the mean flow. This is based on the conjecture

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF that the spanwise turbulent diffusion term could be modeled in an

HEAT TRANSFER Manuscript received by the Heat Transfer Division February 2c&Nalogous fashion as the wall-normal contribution, using an eddy
2003; revision received November 20, 2003. Associate Editor: S. Acharya. diffusivity for heat transfer in the spanwise directios(s),
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Although the body of supporting data is limited, there is experi- = a

mental evidence that spanwise turbulent flux terms can be large % v (@ ﬁ— Balsa Spacer
For example, Elkins and Eatddl] found that the spanwisga- e®
dial) turbulent heat flux in a three-dimensional boundary layer on i ;
a rotating disk was of the same order as the wall-normal flux. This .
implied a large lateral eddy diffusivity for heat transfes, s, i SE
because the mean temperature gradient was small in the later
direction. By extension to the case of a small heated two-
dimensional element with a relatively large lateral temperatuEe 1 Rectanqular and square calorimeter components prior
gradient, these observations suggested that spanwise turbulenttgﬁsssembly 9 q P P
fusion could be a significant effect.

The objective of the current study was to produce a set of
reference-quality heat transfer data for an abrupt, spanwise uni-

Gold-Plated Copper Surface

form step in wall temperature that was approximately one bounfiigh levels of freestream turbulence. The low turbulence intensity
ary layer thickness in streamwise extent. In contrast to previoygs approximately 0.4 percent. For high freestream turbulence
studies, which have focused only on heat transfer behavior dowskperiments, the tunnel was fitted with a custom turbulence gen-
stream of a one-dimensional step in wall temperature, in thgator consisting of a 69 percent open square bar grid followed by

present work heat transfer over a short two-dimensional Squ@'ejet grid. The turbulence generator raised the levelTio
pulse in wall temperature is also examined. In principle, the ef=7_10 percent over the majority of the test section.

fects of sharp temperature steps in a two-dimensional geometryHot-wire velocity profile data indicated that under low turbu-
should be captured by modern CFD codes. However, the issuei@ice conditions, the skin friction coefficient was spanwise-
modeling the spanwise turbulent diffusion has not been addressgfiform to within =7 percent, and the momentum thickness was

in most codes, other than to assume an isotropic diffusivity. TRganwise-uniform to within=10 percent. The mean velocity pro-
present experiments were expected to indicate the deficienciegikls were in excellent agreement with the law of the wall.

such assumptions by quantifying the relative magnitude of the The working surface of the test section was comprised of four
spanwise contributions. The experimental results were also to &§ual-sized removable sections. Twelve stainless steel foil strips
used in conjunction with computations to develop a new correlgovered the first two sections. The power distribution to these foil
tion describing the complete variation of the convective he@lkaters was set to approximate a uniform wall temperature bound-
transfer coefficient downstream of a sharp step in wall tempergry condition. The third section of the heat transfer surface was an
ture. The development of a semi-empirical correlation may seesfectrically-heated, 25 mm thick aluminum plate with a recess in
outmoded, particularly since many current CFD codes are capale center to accommodate an insert section bearing one of two
of handling sharp one-dimensional wall temperature steps. Howalorimeters. The calorimeters registered the convective heat
ever, a closed-form representation for the heat trange@rticu- transfer on a locally heated, thermally isolated region. The fourth

larly very near the temperature sjeman be useful in the evalua- section was an unheated dummy plate.

tion of devices such as small heat transfer and skin-friction gagesThe mean temperature of the aluminum surface surrounding the

Steady-state experiments with one-dimensiofractangular) calorimeter was matched to that of the upstream foils within 0.1°C
and two-dimensiona(square)calorimeters were conducted. Thepy adjusting the power inputs to the plate heaters. The calorimeter
calorimeters were used to obtain the spatially-averaged heat tra@snperature was controlled independently, as described in the fol-
fer using global energy measurements, in contrast to the highgfiwing section. The upstream edge of the calorimeter was roughly
uncertainty approach of measuring local mean temperature pfo5 m downstream of the start of the heat transfer surface. The
files in very thin developing thermal boundary layers. The purpoggigins of the hydrodynamic and thermal boundary layers were

of having two different calorimeters was to investigate the physissumed to be located at this leading edge.
cal relevance of spanwise heat diffusion. The streamwise bound-

ary conditions for the rectangular and square calorimeters wergCalorimeter Design. Two calorimeters were constructed: a
nominally matched, but the rectangular calorimeter was sevéfuare 35 mm calorimeter and a rectangular calorimeter with a 7:1
times longer in the lateral direction. Under baseline condition§45 Mmx35 mmpspect ratio. Each calorimeter had an indepen-
with no temperature step, the two calorimeters were expectedd@nt heating system, enabling its temperature to be set to a differ-
agree within the measurement uncertainty band. If spanwise dift value from that of the surrounding wall. This generated a
fusion were an important effect, it was expected to be associategalized square pulséone-dimensional for the rectangular and

with temperature step boundary conditions, in the presence of¢p-dimensional for the square calorimgter the wall tempera-

mean spanwise temperature gradient in accordance witli2Eq. ture. In designing the calorimeters, the primary performance ob-
and generate a higher rate of heat transfer for the square calorifittive was to minimize heat loss due to conduction and radiation,
eter than the rectangular calorimeter. thereby generating a “true” temperature step and limiting the un-

certainty in the measured heat transfer coefficient.

Experimental Apparatus and Procedure Each calorimeter consisted of three components. The first was

an oxygen-free high conductivitfOFHC) copper section with a

Wind Tunnel Facility. Steady-state heat transfer experimentat top surface and beveled sides, with a shape resembling that of
were conducted in a closed-loop wind tunnel at ambient tempe inverted truncated pyramid. The top surface of this main com-
ture and pressure. The test section was 0.24 m high by 0.50ponent was directly exposed to the flow. It was plated with a thin,
wide by 2.44 m long. An air-to-water heat exchanger maintainathiform gold coating to reduce radiation losses. The second com-
the freestream temperature to within 0.1°C of the desired valymnent, a balsa wood insulating spacer, minimized conduction
The freestream velocity was measured with a Kiel total pressumsses from the surface component. The final component was an
probe at the test section centerline and was maintained to withiEHC copper guard cup into which the surface piece and balsa
percent of the target value. The test section top wall was adjustgahcer snugly fit. The top surface, balsa spacer, and guard cup
to maintain a zero streamwise static pressure gradient. The tunweke epoxied together to form a single integrated unit. These three
was equipped wit a 2 mm high, rough boundary layer trip at thecomponents are identified for the rectangular and square calorim-
start of the test section. The tunnel could be operated with low aaters in a pre-assembly photograph in Fig. 1. The copper sections
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were heated with 0.30 mm-thick Kapton heat@vinco Products, Fig 3 calorimeter experiment thermal boundary conditions
Inc.) that were affixed with pressure-sensitive adhesive. By main-
taining the guard cup at a temperature within 0.2°C of the calo-
rimeter surface, back conduction losses were reduced signifi-
cantly. The OFHC copper rendered the calorimeter surfatiee superposition of two wall temperature step solutions. The ther-
component and guard cup nearly isothermal. mal boundary conditionsincluding temperature step locations
Five AWG #36 Type K thermocouples were embedded in there shown with a cross-section of the physical layout in Fig. 3.
rectangular calorimeter main copper component, and three in theThe calorimeter experimental data were also compared against
square calorimeter. The guard cups of both calorimeters were eg@cedictions from a standard two-dimensional boundary layer code,
instrumented with two thermocouples. Thermocouple holes in tiBTAN7. STAN7 is a finite-difference code that starts from an
main element were drilled to within 1.0 mm of the téffow- initial user-specified velocity profile at the origin and solves the
exposedsurface. Each hole was filled with thermally conductivéoundary layer momentum and energy equations as it marches
epoxy to ensure good thermal contact and control over lead-wiglewnstream. The mixing-length model incorporating the van Dri-
conduction losses. est sublayer function was used. The step size used by STAN7
Each calorimeter was mounted in the center of its respectiyAx) is specified as a fixed fraction of the local hydrodynamic
insert piece that fit into a stepped square opening in the surroubdundary layer thickness, For all STAN7 runs, the step size was
ing surface. The insert pieces and surrounding plate, both cafosen to beAx=0.26 from the leading edge to immediately
structed from aluminum, were independently heated with Kaptapstream of the calorimeter. At that point, the step size was
heaters. Each calorimeter was precisely leveled flush with the sahanged to 0.0d for greater spatial resolution near the tempera-
rounding surface. ture step and over the calorimeter surface. The STAN7 cases were
The calorimeter was isolated from its surroundingsal® mm-  run under constant property mode, with the specified air properties
wide air gap. The use of an air gap insulator reduced the unceofresponding to the experimental conditions.
tainty of the correction for lateral heat loss significantly. The lat-

eral dimension of the air gap was sufficiently small to prevent the - h ) . . :
formation of free convection cells. The gaps were bridged at tiyition of the calorimeter and immediate surroundings was imaged

surface by 0.013 mm thick polyester film electrical tape that wé@'ng thermochromic liquid crystaT'LC) paint, to determine the

thin relative to the dimension of the viscous sublayer and henc%halrpness of the temperature steps at the streamwise calorim-

did not interfere with the flow. Even in the presence of Iarg%ér edges. The center of the rectangular calorimeter and part of

Experimental Qualification. The surface temperature distri-

: : ding aluminum insert plate were coated with layers of
temperature gradients, heat conduction through the tape was njg-Surroun :
ligible due to its very small thickness and low thermal conducti2lack paint(Hallcrest BBG-1jand sprayable TLC pairitallcrest

ity. An illustration of the calorimeter layout and instrumentation i M/R35C5W/C17'1? using an airbrush. The TJ,‘C activation
provided in Fig. 2. emperature was 35°C with an active range of 10 C._The calorim-
The hydrodynamic boundary layer thickness the wind tun- eter was imaged with a Sony XC-003 RGB color video camera

nel at the calorimeter location was approximately 27 mm at 3'd @ processing system consisting of a Matrox IM-1280 board

nominal freestream velocity of 10.5 m/s. The ratio of the strearfiStalled in a personal computer. The light source was a Kodak

wise calorimeter dimensiof85 mm)to this boundary layer thick- slide projector. The test conditions included a freestream velocity

ness is representative of the scaling of certain families of transiéﬁtls'o m/s and a freestre_am temperature of 27°C. The s_urfaces
heat flux gages. upstream of and surrounding the calorimeter were maintained at

The overall uncertainty in the Stanton number calculation &’ - @nd the calorimeter temperature was set to 45°C. Figure 4

each calorimeter was estimated at approximatefypercent, tak- §hows a spanwise-averaged profile of the surface temperature as

ing into account the details of the data acquisition process and itﬂgipaft]ed_rbg the -l;ll‘c me?suren;]ents, with flow direction from left
uncertainties of material properties and dimensions. 0 right. The profile coniirms that an approximate square-wave
thermal boundary condition was being produced, with nearly

Experimental Procedure and Data Comparison. For all of “true” temperature steps at the upstream and downstream edges
the experimental cases, all surfaces except for the calorimetérthe calorimeter.
were maintained at 10°C above the freestream temperature. Th&he performance of the stainless steel foil heating surfaces up-
calorimeter was maintained at 0, 5, and 10°C above the surroustteam of the calorimeter was evaluated by acquiring heat transfer
ing wall (10, 15, and 20°C above the freestream, respeciivelydata under uniform wall temperature conditions. Each of the 12
The zero-temperature difference situations were used for baselipstream foils yielded a single averaged Stanton nurftbesed
uniform wall temperature studies. The experiments were run witm overall power input and average centerline tempergtarel
freestream velocities dff ,=12.0, 15.0, and 18.0 m/s. the centerlinex location of each foil was used to scale the Rey-

The calorimeter results were compared to heat transfer prediwlds number. The upstream edge of the first foil corresponds to
tions using the unheated starting length correlation in(Eg.For x=0. Experimental data were compared with the correlation in
temperature step boundary conditions, the correlation was usedin (1), with £€=0.
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sr Table 1 Rectangular calorimeter experimental data (spanwise
sl orientation ) and comparison with STAN7
5wl ATey  Sta Stmany St Eq.(1) Error [%]
¥ Re; (°C) x10% x10°° x107%  STAN7/Eq.(1)
S 114x 1¢ 0 205 195 2.02 5.1/1.7
5 1.14x 10° 5 2.95 2.82 2.50 4.3/15.3
g T 1.14x 10F 10 337  3.26 2.74 3.2/18.7
3 ®r 1.44x 10° 0 1.95 1.88 1.93 3.7/1.2
&y 1.44% 10° 5 2.77 2.68 2.39 3.2/13.7
wl 1.44%x 1¢° 10 3.18 3.08 2.62 3.2/17.6
I TP KPS S, 1.72% 10° 0 1.87 1.83 1.86 2.2/0.4
Streamwise Position (mm} 1.72X 106 5 2.62 2.58 2.29 1.5/12.3
1.72x 166 10 3.01 2.96 2.53 1.6/15.9

Fig. 4 TLC-indicated temperature step over calorimeter

Baseline Stanton number data for the rectangular calorimeterffym surface temperature distribution was being reasonably ap-
the spanwise orientatioflong axis normal to the flow direction proximated on the foils, with minor error near the leading edge.
are plotted in Fig. 5. The corresponding data for the square Caifhey also show that the calorimeter heat transfer measurements
rimeter are provided in Fig. 6. The three calorimeter data pPoiNtS{{lere consistent with the well-qualified foil heaters. Comparing
each plot correspond to the three Reynolds number cases invesiis. 5 and 6 shows that the square calorimeter registered consis-
gated. The qualification data presented are for a nominghty higher Stanton number values than the rectangular calorim-
freestream velocity of 15.0 m/s and low freestream turbulengger The two calorimeter types agreed, however, to within 3 per-
conditions. The foil and calorimeter heat transfer data were fuljant under low turbulence conditions for all three Reynolds
corrected for losses due to conduction and radiation. number cases. This disparity is appreciably less than the estimated

‘The experimental Stanton number data on the foils agree ¢gjorimeter measurement uncertainty of approximately 8 percent
within 4 percent of the correlation, except over the first two foilgy, the Stanton number.

of the test section, where the deviation is between 7 percent and

16 percent. It was not possible to generate a uniform surface tem- . .

perature boundary condition with the relatively large, uniforfik€sults and Discussion

heat flux foils near the start of the test section. The power to the

first two foils was set such that their average centerline tempera-Heat Transfer From Isothermal Calorimeters

ture was within roughly 0.2°C of the target isothermal value.
The rectangular calorimeter data extrapolate smoothly from tp

foil experimental data curves, and lie almost exactly on the treny

predicted by the correlation. These results indicate that the ugjg

Rectangular (One-Dimensional) Calorimeter Result¥he
ctangular calorimeter was studied in spanwi3& mm dimen-

n aligned with flow directionand streamwisé245 mm dimen-

n aligned with flow directionorientations. The spanwise ori-
entation was a geometry that could be compared directly with the
square calorimeter. In the streamwise orientation, the flow expe-

s b rienced a Iarger—ler_lg_th, tvvo-dimensional_temperature stgp,_e_md the
i heat transfer coefficient was hence not influenced as significantly
oo | by near-step effects.
: o Fecunpiar Canmeter oot The heat transfer data under low turbulence conditiohia (
os0ss - O FoilHeaterData ~0.4 percentfor the rectangular calorimeter in the spanwise ori-

TS Conaaton Preicton entation are provided in Table 1. Spatially-averaged STAN7 and
unheated starting length correlation predictions are shown for
comparison. The magnitude of the calorimeter temperature step
(the difference between calorimeter and average surrounding tem-
perature)s represented b T, . The data show that the baseline
casegtemperature step0°C) agree well with both the correlation

Stanton Number, St

S G YU S G SOV ST ST SO S
[ 500000 1000000 7500000

Reynokds Nurmber, R, and STAN7. The experimental results are higher than the correla-
tion by 2 percent or less, and greater than STAN7 predictions by 5
Fig. 5 Baseline heat transfer data under low turbulence con- percent or less.
ditions with rectangular calorimeter The results for the temperature step cases reveal, however, that

the correlation greatly under-predicts the calorimeter heat transfer
coefficient. The larger the magnitude of the temperature step, the
greater the inaccuracy of the correlation. The correlation under-

predicts the experimental heat transfer by up=t®0 percent for

occas [ o SevmeCamimatr e the cases studied here. Agreement between STAN7 and the ex-
Y o FollHeaterData perimental results, on the other hand, is roughly as goodet-

& Conelaton Prodion ter) for the wall temperature step situations than for the baseline
conditions. The numerical code thus functions well in calculating
the heat transfer behavior just downstream of a sharp step in wall
temperature. A further implication is that streamwise thermal con-
duction within the boundary layer, in the vicinity of the step, is
not significant. Additionally, the program appears to properly

0.0045

0.004

Stanton Number, St
°
3
2
T

0.0025 —

0.0015

" n " L 1 I n 2 I 1 L 2
P ool Numoer e model the turbulence physics near the step location. The conduc-
’ tion model for the turbulent Prandtl number, Pused in STAN7
Fig. 6 Baseline heat transfer data under low turbulence con- (see Kays and Crawforfl2]) seems effective for wall tempera-
ditions with square calorimeter ture step boundary conditions.
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Table 2 Rectangular calorimeter experimental data (stream-  Table 4 Square calorimeter experimental data and compari-

wise orientation ) and comparison with STAN7 son with STAN7
ATey  Sta Stmny St Eq.(1) Error [%] ATey  Sta Strany St Eq.(1) Error [%]
Re (°C) x10%® x10* x10®  STAN7/Eq.(1) Re; (°C) x10%® x10® x103®  STAN7/Eq.(1)
1.07X 10° 0 2.05 1.95 2.02 5.1/1.8 1.14% 10° 0 2.08 1.95 2.02 6.6/3.3
1.07X 10° 5 2.53 2.36 2.28 6.5/9.8 1.14x 10° 5 3.10 2.82 2.50 9.0/19.3
1.07X 10° 10 2.76 2.57 2.41 6.7/12.5 1.14X 10° 10 3.60 3.26 2.75 9.5/23.6
1.33x% 10° 0 1.93 1.88 1.93 2.8/0.3 1.44x 10° 0 2.01 1.88 1.93 6.6/4.2
1.33% 10° 5 2.38 2.27 2.18 4.6/8.3 1.44% 10° 5 291 2.69 2.40 7.6/17.7
1.33x% 10° 10 2.59 2.47 2.31 4.9/10.9 1.44% 10° 10 3.36 3.09 2.64 8.0/21.5
1.59% 10° 0 1.87 1.83 1.86 2.1/0.4 1.72% 10° 0 1.92 1.83 1.86 4.7/13.0
1.59% 10° 5 2.27 2.20 211 3.0/7.0 1.72x 10° 5 2.73 2.59 2.32 5.3/14.9
1.59%x 10° 10 2.48 2.38 2.23 3.7/10.1 1.72X 10° 10 3.16 2.96 2.55 6.3/19.3

Data for the rectangular calorimeter in the streamwise orientaurface temperatureboundary conditions. The temperature step
tion, presented in Table 2, show trends similar to those obsenk&$ults are dominated by the main diagonal terms of the DGF,
for the spanwise cases. The agreement between baseline expéiereas the baseline data are determined by a sum of equally-
mental data and STAN7 is within 5 percent for all Reynolds nunyeighted main and off-diagonal terms. The experimental results
ber cases. STAN7 predicts the Stanton number for cases V\ﬁlﬂ{}ls indicate that hlgh freestream turbulence influences the off-
temperature step withir-7 percent for the lowest Reynolds num-diagonal terms to a much greater extent than the main diagonal
ber case, and with better agreement for the other two. With tKms. This may be explained by physical arguments. The main
spanwise geometry, the agreement between the calorimeter 8iggonal terms, quantifying self-heating effects, are governed
STANT is better for the temperature step situatietative to the largely by heat transfer phenomena very near the wall and by the
baseline cases). In contrast, for the streamwise configuration ggn friction. The effect of freestream turbulence on these terms is
disparity between the code and experiment is larger by a fdygnce not very strong. The off-diagonal terms are, in contrast,
percent for the temperature step cases. Because the calorimetéegiced significantly by high freestream turbulence, due to in-
this orientation is narrow in the lateral dimension, this implies th&reased turbulent mixing in the log layer and wake region of the
spanwise turbulent diffusion may be increasing the heat transR@undary layer. This reduces the thermal “wake” effect of a
by only a few percent. The differences are not great, but percdjgated element on the wall downstream.
tible and consistent. Note that spanwise diffusion is not repre- The augmentation in heat transfer due to high turbulence at the
sented in the two-dimensional boundary layer code. calorimeter location should, according to the uniform heat flux

Table 3 displays heat transfer data acquired under higiata of Batchelder and Moff§l4], be in the 30—38 percent range
freestream turbulence conditions for the rectangular calorimeteradh U..=10.5m/s. The data in Table 3 are consistent with this
the spanwise orientation. The ratio of the high to low freestrea@nchmark. The increases in St are between 27 percent and 37
turbulence Stanton numbers illustrates that the effect of the turtRercent for baseline thermal boundary conditions. The augmenta-
lence is less important with greater temperature step size. Tif0 is reduced at higher freestream velocities because the turbu-
ratios are largest for the baseline cases and smallest for the lard@age intensity levels correspondingly decrease.
temperature step situatiori$0°C). The sensitivity to freestream
turbulence conditions is overshadowed by the augmentation é’g

heat transfer due to the step change in wall thermal boundafy, \ merical and correlation predictions. The disagreement be-
condition. . tween predictions and experiment is slightly higher for the square
The effect of high freestream turbulence may also be consigs|simeter than for the rectangular calorimeter. Consistent with
ered in the context of the Discrete Green's FUncidiGF) con- e rectangular calorimeter data, the correlation under-predicts the
cept. The pnnuples of the superposmon-baseq DGF technique #&at transfer for the 10°C temperature step boundary conditions
discussed in Batchelder and Ea{di8]. The main diagonal terms . penyveen 19 percent and 24 percent. One of the trends observed
of the DGF matrix relate the temperature rise values on dig the data from the rectangular calorimeter in the streamwise

cretized heated elements to their respective power inputs. Theaniation emerges here as well: the disagreement between
off-diagonal terms reflect the thermal influence of these heat AN7 and experiment is larger for the temperature step cases
elements on downstream regions. The augmentation in calorigg?

Square (Two-Dimensional) Calorimeter ResultJable 4 pre-
nts the low turbulence data for the square calorimeter along with

) . an for baseline conditions. For the square calorimeter, this dis-
eter heat transfer due to high freestream turbulence is moder, q

- eement is larger by only 1-3 percent for the three velocities
for the temperature step cases and large for the badeiiferm investigated. This implies that spanwise heat transport was

present, but was not a major effect.

High turbulence results for the square calorimeter are tabulated
in Table 5. The ratios of the Stanton numbers in the final column
are similar to those for the rectangular calorimeter in Table 3. The

Table 3 Rectangular calorimeter experimental data (spanwise
orientation ) with high freestream turbulence

ATon augmentation in heat transfer due to high freestream turbulence is
Re; (°C) St Sthigh turb/Stiow twrb several percent higher for the square calorimeter. As observed
— previously, the augmentation decreases as the magnitude of the
1.14x 1¢° g 2.8%;;100 igg calorimeter temperature step is increased.
i'ﬂi ig 10 413 123 ‘The square calorimeter and rectangular calorimeter in the span-
1a4% 16 0 258 1.32 wise orientation are compared in Table 6, which displays results
1.44% 1P 5 3.36 1.21 for low and high turbulence conditions. If spanwise turbulent dif-
1.44% 16° 10 3.76 1.18 fusion were a significant effect, it was expected to produce higher
1.72% 10° 0 2.38 1.27 Stanton number values for the square calorimeter under tempera-
1.72x 10° 5 3.07 1.18 ture step boundary conditions. The results show that under low
1.72%x 10° 10 3.45 1.15 freestream turbulence, the rectangular and square calorimeters
agree to within 7 percent for all boundary condition cases. This is
206 / Vol. 126, APRIL 2004 Transactions of the ASME
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Table 5 Square calorimeter experimental data with high ture situations. This can be attributed to the difference in the lat-
freestream turbulence eral boundary condition, indicating that spanwise diffusion may
increase the heat transfer coefficient for a spot-shaped heated el-

Re, A(-FC°§' St Stk /St ement by a few percent. For the high turbulence conditions, the
A /gh turb”>ow turb results are less dependent on the thermal boundary condition, with

1.14x 1¢° 0 2.95x10°3 1.42 virtually the same agreement for the baseline cases and the tem-
1.14x 10° 5 3.92 1.26 perature step cases.
1.14x 10 10 4.41 122 In summary, if spanwise turbulent diffusion was present, it ap-
1.44x 10° 0 2.76 137 parently augmented the two-dimensional heat transfer rate by less
1.44x 1? 1?) i'gg igi than 5 percent under low turbulence conditions. The augmentation
1-‘;‘;: 106 0 2:61 1:36 is even less, if present at all, under_cond_iti_ons of high freestream
1795 10P 5 338 104 turbulence. For engineering calculations it is acceptable to neglect
172% 16 10 377 1.19 spanwise diffusion for all but very small heated spots.

Heat Transfer Correlations Near a Wall Temperature Step.

- . . he rectangular calorimeter results indicate that the conventional
within the estimated uncertainty band of the measurement. For {Eﬁ’neated starting length correlation in Ef) underestimates the
baseline cases with no calorimeter temperature step, the agr stially-averaged experimental data by as much as 19 percent for
ment was on the order of 3 percent for all three Reynolds num fnperature step boundary conditions, confirming the pattern
cases. noted by earlier researchers. A new correlation, applicable over a

The disagreement increases, however, for the high freestreaifjge of Reynolds numbers and valid within a fraction of a
turbulence cases. With high freestream turbulence, the dispag undary layer thickness from the wall temperature step to far

between the square and rectangular results is consistently highgfnsiream, would allow closed-form analysis of the heat trans-
than for low turbulence conditions, even for the baseline CaSgS for small heated elements.

with nominally uniform wall temperature. The disagreement be-

tween the two calorimeter types increases at higher freestreanbbevelopment of Modified Correlation.The STAN7 boundary

velocities. The greatest discrepancy occurs at the highest Ré&yer code, having been qualified using calorimeter data, was em-

nolds number, for which the difference is nearly 10 percent f@loyed as a reference for the development of an algebraic expres-

both baseline and temperature step boundary conditions. Spanvgies quantifying heat transfer just downstream of a step change in

diffusion cannot be cited as responsible for this result. wall temperature. A series of STAN7 cases spanning an order of
For the baseline situation, the two calorimeter types shouldagnitude in Reynolds number (5<(105<Re§s5.0><106) was

have registered roughly the same Stanton numbers, but the square each case simulating a single 10°C step change in wall tem-

calorimeter data are consistently high. One potential explanatiperature ak=£. The STAN7 results were taken as reference val-

is non-uniformity in the flowfield. The freestream turbulence inues and compared with the predictions of the correlation i Bq.

tensity and velocity fields showed moderate spanwise noto determine the error associated with the earlier form. A new term

uniformities under high turbulence conditions. The meag was added to the previous unheated starting length correction,

freestream velocity field, for example, indicated higher valugseserving the Reynolds number dependence of the original ex-

over the center 50 mm of the test section than at the dioes pression. The new form was thus represented as

roughly 2—-5 percent with greater non-uniformity at higher /101 — 1/9

freestream velocities. This was not evident under low turbulence _ 50.2p 0.

conditions, which showed better than 0.5 percent uniformity S1x)=0.0287Re ™" Pr A([l (x) O] * ¢(§’X’Re§))

across the center 300 mm of the test section. Furthermore, the heat

transfer values measured vv_ith the square calorimeter reflem\ﬁﬂere(ﬁwas found to be

average of a smaller spanwise sample than its rectangular coun-

terpart. In this context, the characteristically “streaky” structure £\ 2 1

of a typical turbulent boundary layer, producing extensive longi- ¢=(—0.0139Irf Re§)+0.246<—) e 4)
tudinal streaks of alternately high and low heat transfer, may have X £

had a contributing influence. The small dimension of the square 1—(;)

calorimeter implies that only 5—10 of these streaks may have in-

tersected the calorimeter, representing a small statistical sampiene (£/x)2 term ensures that the new additive term decays far
Under the low turbulence conditions, the disagreement betwegsynstream of the step and that the modified solution converges
the square and rectangular data increases by_ a few_percent fortgng_ (1), which is well-established for large/ 5,. The square
temperature step cases relative to the baseline uniform temp&gRst term governs the shape of the curve near the step, and fits the
St versus/ 8, data from STAN7 well for the Rerange examined.
Table 7 provides local Stanton number values for six different

Table 6 Heat transfer comparison between rectangular and x/ 8y locations. The local agreement between STAN7 and the new
square calorimeters correlation is excellent, generally withih5 percent. Furthermore,
AT Low Turbulence High Turbulence the new correlation predicts 5§ 5, the SFanton number spatially-
Re, (°C) Difference in St,[%] Difference in St,[%] averaged over one boundary layer thickness downstream of the
- step, within less than 5 percent of STAN7. The Stanton number
114x100 0 15 4-;’ values predicted by Ed1) are included for comparison.
1143100 5 53 6. For all Reynolds number cases except for,R&0x10°, the
1.14x 16¢ 10 6.9 6.7 . X
error in Stanton number between the new correlation and STAN7
1.44% 10° 0 3.3 7.3 . F
1a4x 10P 5 51 8.4 is less than 7 percent fot/ 5,=0.05. For Re of 5.0X10° and
144x 106 10 5.6 8.0 larger, the error increases to roughly 10 percent far downstream of
1.72% 16 0 2.8 9.9 the step %/ 5, much greater than 20). Thgterm (Eq. (3)) in the
1.72% 10° 5 4.4 9.8 correlation approaches zero for langeS,, so this error can prob-
1.72x 10° 10 5.3 9.4 ably be attributed to the fact that E@.) begins to lose its validity

for Reynolds numbers above a few million.
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Table 7 Comparison of STAN7 with correlation data local St oow0 ——
0.0275 |~
St 00250%—
Re; xI & STAN7 Egs.(3), (4) Eq. (1) 002253_ \ .
remp \ B o
5.0x 10° 005 10.79x10°®  10.06x10°®  5.21x10°° 5 E \ T Mededcaen
02 706 695 449 5 0.01755— N — — —  Near-Step Analylic: ution
0.5 5.45 5.60 4.05 g meF
1 4.60 4.83 3.75 § oomsf
5 3.42 3.55 3.12 ® oo E
10 3.09 3.13 2.86 o007 |
8.0x 10° 0.05 9.25 8.85 4.78 sooso E-
0.2 6.11 6.19 4.12 00025 E
0.5 4.78 5.03 3.72 S Y Y S R
% g }2 ggg ggg Distance from Step {multiples of &)
1.95% 10P 18 05 %359 %gg 42128 Fig. 7 Comparison of heat transfer with wall temperature step
' 02 535 5.54 3.79 change, Re ;=5.0X10°
0.5 4.28 4.55 3.43
1 3.70 3.95 3.17
5 2.90 2.95 2.64
10 2.65 2.62 2.43 ) )
2.0x 1P 0.05 7.33 6.99 4.07 and far-field of the step change in wall temperature. The 1/7th
0.2 4.73 4.93 3.48 power law solution, given in Ed1), is valid only far downstream
0.5 3.81 4.05 3.14 of the step. Very near the step change in surface temperature, the
1 3.35 3.54 291 ;
5 568 568 242 heat remains so close to the wall that the thermal boundary layer
10 246 239 2923 is confined to the viscous sublayer. A more accurate solution for
3.0x 10° 0.05 6.43 6.26 3.79 the heat transfer problem near the step assumes a linear velocity
0.2 4.24 4.44 3.24 profile with slope given by
0.5 3.47 3.67 2.92
1 3.09 3.22 2.70 g r
5 2.50 2.46 2.25 7w (5)
10 2.31 2.20 2.07 Y
5.0x 10° 0.05 5.17 5.20 3.41
8% g?i’ ggg %2‘5‘ Using standard boundary layer approximations with a zero pres-
1 281 >'86 546 sure gradient and neglecting viscous dissipation and axial conduc-
5 2.31 221 2.04 tion, a similarity solution can be obtained due to the absence of
10 2.13 1.99 1.88 characteristic length scales in the problem. The analysis proceeds

in the same direction as the work of Kestin and PelsgnThe
governing constant-properties energy equation to be solved is

The new correlation was derived from a straightforward quali- —JT T
tative data fitting procedure. The form of the expression does not u&—aﬁ—yz ®)
necessarily reflect anything fundamental about the physics of
near-step heat transfer. Its primary virtue is that it performs sigyefining a nondimensional temperature raficas
nificantly better than Eq1), and thus represents a usefully accu-
rate correction for the error in the previous correlation. T— T,
Comparisons between the modified correlation and data from O=———— (@)
the rectangular calorimeter in the spanwise orientation are shown T = Te
in Table 8. The differences between the predictions and experi-

ment are statistically insignificant. The maximum deviation beqnd permitting the skin friction coefficiert; to vary with x for

tween the correlation and experimental data is only 1.6 perceﬁ?nvemence(only for short distances from the temperature Btep

for the highest Recase. These results represent a substantial ir%(_fcordlng to the standard turbulent correlation,

provement over the previous correlation in E#j), which under- c
predicted the heat transfer for the same experimental cases by up =t —0.0287 RQO'Z ®)
to nearly 20 percent. 2

Prediction of Temperature Step Heat Transfer Using an Angields the following simplified expression for the Stanton number:
lytical Approach. The modified correlation presented in the pre-
ceding section can also be considered a “patching” solution be- PYSEA
tween semi-analytical solutions for heat transfer in the near-field St=0.1648 Rg “"Pr

—1/3

©

1-— =
X

Figures 7-9 illustrate the excellent agreement obtained between

Table 8 Comparison of experimental data with modified corre- the new correlation from Eq$3) and(4) and STAN7 for a broad
lation predictions, St 44 5 range ofx/ &, values. Predictions using the semi-analytical solu-
tion from Eg. (9) as well as the earlier unheated starting length
ATeq Storelaionmod  EITOr correlation in Eq(1) are also included in the plots. Low, interme-
Re [°Cl Sta Egs.(3), (4) (%] diate, and high Reynolds numbers are represented, wittvte
1.14x10° 5 2.95%10°3 2.95%10°3 0.1 ues of 5.0X1C°, 1.25x10°, and 5.0X1C°. The near-step semi-
1.14x16 10 3.37 3.37 -0.1 analytical solution is shown to under-predict the heat transfer
%-ﬁi%g 18 %g :2%;? :8-3 significantly beyond~0.5 boundary layer thicknesses down-
172%16 5 262 265 _1o  stream of the temperature step. It agrees very well, however, with
1.72%x16 10 3.01 3.05 ~-16 both the STAN7 results and the new correlation in the region

immediately downstream of the step.
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Nomenclature

= specific heat at constant pressure

0.0075 [~
. - C? = skin friction coefficient
e h = heat transfer coefficient, based on local heat flux and
00025 b 7T difference between freestream temperature and local
ook n L . surface temperature
' N Distaneelro:step(muItipIeso‘!oﬁo) * Pr = Pl’andtl number=9/a
Pr, = turbulent Prandtl numbere, /ey
Fig. 8 Comparison of heat transfer with wall temperature step Re, = Reynolds number based on streamwise location x
change, Re ;=1.25X10° Re; = Reynolds number based on temperature step location
&
St = Stanton number=hpU..C,
Stugs = Stanton number averaged over one boundary layer

Conclusions

Steady-state experiments with one-dimensiofrakctangular)
and two-dimensionalsquare) calorimeters were conducted to
study the heat transfer in the vicinity of sharp steps in wall tem-

perature. The critical calorimeter dimension was selected to be on

’

cal
wall

the order of the local boundary layer thickness. Data acquired Ta

under low and high freestream turbulence conditions revealed that

spanwise transport of heat through turbulent diffusion is not an
important effect for a two-dimensional heated element, increasing ./

the one-dimensional heat transfer rate by at most 5 percent. Th

augmentation appears more pronounced under low freestream tur-

bulence conditions.

The rectangular calorimeter data were predicted within a band

of +5 percent by the two-dimensional boundary layer code

e

STANY for the low turbulence, temperature-step boundary condi-

tion runs. This indicated that streamwise thermal conduction in

thickness downstream of temperature step

= mean temperature in boundary layer

fluctuating temperature in boundary layer
calorimeter temperature

wall temperature

freestream temperature

freestream turbulence intensity

mean velocity in boundary layer
freestream velocity

= fluctuating velocity in boundary layer, lateral

direction

x = coordinate in streamwise direction or distance down-
stream from wall temperature step

y = coordinate in wall-normal direction

z = coordinate in lateralspanwisedirection

a = thermal diffusivity

8 = 99 percent hydrodynamic boundary layer thickness

the boundary layer is not significant, and generated confidence in

the ability of the code to predict heat transfer near abrupt change

s 0

in wall temperature. The calorimeter results also showed, in agree-
ment with previous researchers, that the conventional equation for "3

heat transfer with an unheated starting length greatly under,
predicts the heat transfer rate near a wall temperature step. T,

cal

magnitude of the error can exceed 30 percent within one-fifth of a Wa®”

boundary layer thickness of the step.
A new unheated starting length correlation, valid over a broad

Ax

range of Reynolds numbers, was developed using STAN7 as a £
qualified reference. The modified correlation was shown to cap-

hydrodynamic boundary layer thickness at tempera-
ture step location

eddy diffusivity for heat in spanwise direction
additive term in modified correlation
temperature step at the calorimeter

wall temperature above freestreamT,;— T..
nondimensional temperature

streamwise step size used in STAN7

density

streamwise location of wall temperature step
wall shear stress

ture the behavior of both near and far-field semi-analytical solu- " _ absolute viscosity
tions. The correlation predicts the calorimeter heat transfer data to = kinematic viscosity
within 1.6 percent for temperature step boundary condition cases,

representing a great improvement over the earlier closed-form

solution. References
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Heat Transfer Enhancement
Using Shaped Polymer Tubes:
Fin Analysis

The use of polymer tubes for heat exchanger tube bundles is of interest in many applica-

Zhihua Li tions where corrosion, mineral build-up and/or weight are important. The challenge of
g-mail: jhd@me.umn.edu overcoming the low thermal conductivity of polymers may be met by using many small-
diameter, thin-walled polymer tubes and this route is being pursued by industry. We
Jane H. Davidson propose the use of unique shaped tubes that are easily extruded using polymeric materi-
als. The shaped tubes are streamlined to reduce form drag yet the inside flow passage is
Susan C. Mantell kept circular to maintain the pressure capability of the tube. Special treatment is required
to predict convective heat transfer rates because the temperature distribution along the
Department of Mechanical Engineering, outer surface of the shaped tubes is nonuniform. The average forced convection Nusselt
University of Minnesota, number correlations developed for these noncircular tubes can not be used directly to
111 Church St., S.E., determine heat transfer rate. In this paper, heat transfer rates of shaped tubes are char-
Minneapolis, MN acterized by treating the tubes as a base circular tube to which longitudinal fin(s) are

added. Numerical solution of an energy balance on the fin provides the surface tempera-
ture distribution and a shaped tube efficiency, which can be used in the same manner as
a fin efficiency to determine the outside convective resistance. The approach is illustrated
for three streamlined shapes with fins of lenticular and oval profile. The presentation
highlights the effects of the geometry and the Biot number on the tube efficiency and heat
transfer enhancement. Convective heat transfer is enhanced for the oval shaped tube for
2000=Re=20,000 when B«0.3. For polymeric materials, the Biot number in most
applications will be greater than 0.3, and adding material to the base tube reduces the
heat transfer rate. The potential benefit of reduced form drag remains.

[DOI: 10.1115/1.1683663

Introduction The objective of on-going research is to assess the possible

Polymer heat exchangers are an attractive alternative to me;{ |(isdi¥1 nSerr:SI:sncéotr';?)rrrizzld %?nsifgﬁ :rfnglflgg msquffm%é olI))/mer

heat exchangers in numerous applications that involve corros#ﬁere are two unique features of the shaped tube. The outer sur-

gir P\:gsa?]ltjn\t\)//eiChhetmrlgstlz’ct?(;ﬁspr(l)r?ez;(;) dmgnneralotl)urlrl]de-rt'lsp,rﬁ; heg’f;lce is streamlined to reduce form drag and the inner flow passage
9 gn ) : » POy Y 5 kept circular to maintain pressure capability. The use of noncir-
manufactured in innovative shapes that are easily and attractive . .
integrated with other components and that provide large hecfﬁﬂar tubes in heat exchangers has been consideretl4), but
9 . P P r9e N&%ne of the prior studies considered tubes with nonuniform wall
transfer surface area in a compact volume. One potential disad-

vantage of using polymers is their low thermal conductivity, i'(lj'lr(lréefsoscius here is on tubes of oval and lenticular shape which
which lies in a narrow range from 0.1 to 0.3 W/K1 Particles of p

aluminum and graphite have been added to various polymers re known to reduce drag at subcritical Reynolds numbers. Re-

yield an increase in the bulk thermal conductivity—3]. How- ction of pressure drop for flow across noncircular tubes has
ever, the increase in thermal conductivity is not isotropic, and, pen dgmonstrated for oval tbes at {((R;)e<1(? [9.10,15], and
particular for extruded tubes, is primarily in the longitudinal rathei" lenticular tube bundles at 56(Re<10 [11-13. Badr et al.
than the radial direction. For example, the addition of 109 5] predicted form drag and skin friction of an oval cylinder at

. ; i i ions. With the major axis parallel to the flow di-
chopped glass fiber, 15% powdered graphite, and 5% carbon bI¥gK/0Us orientations € MayC P
increases the thermal conductivity of nylon 6,6 10-fold in thEECtion, the total drag coefficient is 0.8 at R&700 and 0.9 at

in-plane direction and 3-fold out-of-plane, i.e., the primary dire Re=700 for an oval with a length ratio of minor-to-major axis
np rect . p ; primary d (hence forth referred to as the tube shape faetgr,equal to 0.6.

tion of heat transfef2]. Consequently, the focus of efforts to . .
i2] 9 Yy Ehe form drag is 80 to 90% of the total drag. Compared with a

develop polymer tube bundles is small-diameter, thin-walle S
tubes. To reduce the conductive resistance of the polymer w jrcular tube, the drag coefficient is reduced 10 to 20%. The drag

the ratio of wall thickness-to-outer diameter should be minimizel'Ce decreases as the oval tube is made more slender, i.e., the

For a given tube diameter, the minimum wall thickness is limitegape factor is decreased. At 380Re<4x10, the drag coeffi-

by the long term strength and stiffness requirements of the apgHeNt IS redu%ed 20 to 40% for an oval cylinder with=0.5[9]

cation. One US polymer manufacturer is developing heat e¥nd 30 to 50% fon,=0.3[10]. Drag may be reduced further in

changers for gas applications that use nylon tubes ranging fréfp€ banks6,16]. Jang and Li16]simulated flow over oval tube

1.5 mm to 3.8 mm in outer diameter. For these tubes, flow acrdd@nks withh,=0.35 and found that the drag coefficient is 20% of

the tubes is expected to be in the subcritical range<(FE) that of the circular tubes for 1060Re<<3000. Merker and Hanke

assuming gas velocities less than 30 m/sec for a tube diamefsk measured the pressure loss for oval tube banks with

equal to 3.6 mm Ap,=0.25 and a transverse tube pitch-to-minor axis ratio of 2. The

' ’ total drag was reduced 95% compared with an array of circular
i o o tubes. Rutt11] measured the pressure loss and heat transfer rate
Contributed by the Heat Transfer Division for publication in th®URNAL OF . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 8, 2003,f0'j a lenticular tube bund.le Wlthb.=0.25 at 1QOO<R9<5X16-
revision received September 15, 2003. Associate Editor: P. M. Ligrani. With a transverse tube pitch-to-diameter ratio of 2, the drag was
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D

Fig. 1 Tube bundle of ‘shaped’ polymer tubes

reduced by 70% compared to an array of circular tubes. These ®)
results are confirmed by numerical study?,13].

The wall thickness of the shaped tube is nonuniform to with- 14
stand the pressure of the internal fluid. This approach is justified
by prior analysis of the stress in elliptical tudd]. The stress is
reduced as material is preferentially added to make the inner flow
passage more circular. A numerical analysis of stress and defor-
mation of the shaped tubes considered here confirms this fasult
be published), but is not the focus of the present work.

The objective of this paper is to present a method for charac-
terizing the thermal performance of tubes with nonuniform cross
section by using the thermal performance definitions normally de-
fined for the performance of fins. The method is illustrated for the
lenticular, teardrop and oval shaped tubes shown in Fig. 2, but is
applicable to other shapes. Only streamlined shapes are consid-
ered here. The circular tube in Fig(@2 serves as the baseline to
which the other tubes are compared. The lenticular tube, the tear-
drop tube, and the oval tube are shown in Figé) #hrough 2(d).

The temperature distribution along the outer surface of the shaped
tubes is nonuniform, and the nonuniformity is more pronounced
for polymers because of the low thermal conductivity. Consgqig. 2 Shaped tubes (a) baseline circular, (b) lenticular, (c)
quently, average Nusselt number correlations developed for n@gardrop, and (d) oval. The area outside the dashed circle is
circular tubes can not be used directly to determine heat transéensidered the fin

rates of shaped tubes. We propose treating the tubes as a base

circular tube with the added material viewed as a fin. The outer

surface of the IenFicuIar tube is glescri!oed by thezintersection g‘naped Tube Efficiency

two arcs, each given byr €osp)?+(r sinB+R—r,)?=R?, thus . ) .

forming two symmetric fins of lengtlf. The outer radius of the ~ The shaped tube efficiency is defined as

base tuber,) is thus the radius of the base of the finX. The

teardrop tube in Fig. 2(chas only one fin of the same shape as X= a T°_T°C’ )
those on the lenticular tube. The oval shaped tube in Ri).l#as Omax  Tob—Te
two fins of elliptic profile. whereq is the actual heat transfer rate of the shaped tubegaggd

Treating the tubes in this manner permits the use of a shangtihe heat transfer rate that would be achieved if the spatially
tube efficiencyy, which accounts for the difference in the tem-yeraged temperature of the surface of the shaped Tghevere
perature of the base circular tube and the average temperalgfigia| to the temperature of the base of the Tipatr=ry,. For a
along the surface of the tube, in much the same manner as adjtular tube,y=1. For shaped tubes with symmetrical longitudi-

efficiency, to determine the outside convective resistance. nal fins that cover the entire surface of the base circular tube, for
example, for the lenticular and oval shaped tuhesquals the fin
1 efficiency »;s,
Riho=——= 1 T
' Qs Toi—Tw
XhoAoL m=—= = (3)

7Qf,max_ Tb_Toc '

whereA, is the outside surface area per unit length of the shapadhereT, ¢ is the spatially averaged temperature of the surface of
tube, including the fin, andh, is the average convective heatthe fin. On the other hand, when the fins cover a fraction of the
transfer coefficient. For each shape, the efficiency depends soleliter surface of the base circular tube, the temperature of the
on Biot number, Bi=h.r,/k, and a dimensionless length, “unfinned” portion of the outer surface is the base temperature
=ry,//, referred to as the tube shape factor. To illustrate the usead thusy # n; . For example, for the teardrop shaped tube, the
fulness of the shaped tube efficiency, the convective heat trans$baped tube efficiency is determined by substituting the expres-
rate of the oval shaped tuli€ig. 2(d)) is compared to that of a sion for fin efficiency(Eq. (3)) into the definition of shaped tube
circular tube. efficiency (Eq. (2)):
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o q awr(Ty=To) AT~ Tx)
X'teardrop U AS(To—T.)
To,f_ o Af
ryt+ Ag ﬁ} + 7 w_rb
a A A
¢ 1+ —f}
’7Trb
) 1+Ng [ 2n
+ arcsi
UIESY; 1+12 ,
a N 1+N2 [ 28 ) @)
arcsi
NG 1+

where A;=1+\2/\,, - € arcsin(2)/1+\2) is the area of the fin
surface per unit length.

The temperature distribution along the surface of the shaped
tubes is estimated from a one-dimensional energy balance on the
nonuniform cross-section fiffFig. 3) using the standard assump-
tions of uniform base temperature and uniform convective heat
transfer coefficient along the surface of the fin. This relatively
simple one-dimensional approach yields accurate valugsfof
the oval and lenticular tubes for Bi5. A justification of the as-
sumptions and a comparison of the one-dimensional solution with
a two-dimensional solution are presented in the appendix.

The one-dimensional energy balance in the radial direction is
given by

dT(r)

d{rB(r)k ar

©)

}—ho(r)[T(f)—Tx]dS(r),

where the angular coordinatg(r) and differential fin length
ds(r) are both specified by the geometry. The expressions of
B(r), ds(r), the heat transfer surface area of the fig)(and the
entire shaped tube?) are listed in Table 1. The analyses for the
teardrop and lenticular tubes are identical with an adjustment
made for the number of fin@ne for the teardrop and two for the
lenticular tube). The convective heat transfer coefficlenin Eq.

(5) is assumed to be a constant equal to the average heat transfer
coefficient h, determined from experiment or from numerical
study.

Substituting expressions fgg(r) andds(r) into Eq. (5) and
expressing the result in terms of dimensionless variables yields a
nonlinear, second-order, homogeneous differential equation for
the excess temperatur@é(\)=T(\)—T.., wherex=r/{ is a di-
mensionless radial coordinate. Each fin extends fkea\, at the

(b)

base circular tube ta=1 at the fin tip. For lenticular and tear- Fig. 3 Differential element for a one-dimensional energy bal-

drop fins, the differential equation for the excess temperature iance for a single-sided fin on a shaped tube (&) lenticular and

(b) oval
N J{np) 102 den)
eV g T
dx O(Np)=Tp=Tu=6, at A=\, (8a)
Bi N N(1+)\) © A convective boundary condition is specified at the fin tip
b V=) (1NN %: ? -O(\) at A\=1 (80)
b

For oval fins, . ) » ) .
Equation(6) or (7) with the boundary conditions in Ed8) is

1-2?] do(n) solved numerically using the upwind differential method. For each
di \ arctamp, 2| Tdn geometry, the differential element is refined until the fin efficiency
b varies less than 1%. The solution for the excess temperature dis-
dx tribution in the radial direction permits determination of the
) > shaped tube efficiency defined in Eq.(2). For each tubeg(\)
Bi ANVI+AG—A

=—. —_—. 7
N S "

Equations(6) and (7) are solved assuming a constant wall tem-

depends solely on the tube shape faetger, /¢, and Bi.

Results and Discussion

perature boundary condition at the surface of the circular tubeThe presentation which follows is structured to highlight the

(i.e., the fin base)

Journal of Heat Transfer

effects of tube shape factoxg) and Biot number on temperature
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Table 1 Geometric parameters for the lenticular, teardrop and oval shaped tubes

Lenticular Teardrop Oval
Ay 14 ' 14
2Rarcsif(—) ( 2R arcsir(—)) (1o +€)
R R, >
here R= Hbze
where R= T
A, 24 ot Ag 24
ey €2—rx2 ) r, [€*-r?
r — Same as lenticular -
B(r) arcsw{( , ) Ry arctar); Vr_"Trbz
F(r2+ €2) r\/rbZJrfLr’Z q
ds(r) b dr Same as lenticular =15 (2=1% r
\/(rz_rbz)(€4_rbzrz) (re=ryp)(€e—r?)

distribution(#(\)) and shaped tube efficien¢y) of the lenticular, shown for tubes with\,=0.3 and 0.5 and Bi$.1, and 1. The
teardrop and oval tubes. The temperature distribution and shagitiensionless temperature distributions of the lenticular and oval
tube efficiency are determined for 85 and for shape factors tubes are shown on the same plot in Figz)4or A, equal to 0.5.
from 0.1 to 1, which is the limiting case of a circular tube. To read the plots, note that for each tube, the fin extends from
The results are interpreted to determine the conditions undei, to A=1. Vertical dashed lines indicate the location of the
which the shaped tube is feasible from the perspective of enhaheése of the fin for each,, . There are two curves shown for each
ing the heat transfer rate in cross flow. To help interpret the rgalue of\,, corresponding to B¥0.1 and 1.
sults, the variation of Bi with changes in material, tube shape The most striking feature of these plots is the dramatic decrease
factor, and Reynolds number is shown in Table 2. Biot numbei temperature along the fins for 8il, e.g., for polymer tubes in
are listed for oval tubes made of polymeric and metallic materiaigost applications. This result is expected as a higher Biot number
with A\, equal to 0.1(a long fin), 0.5 and 0.9a short fin), and implies a greater conductive resistance. Shaped tubes with rela-
Reynolds numbers based on the flow len(ii) equal to 2000, tively short fins(lower \,,) tend to have more uniform tempera-
4000, and 6000. The heat transfer coefficient is estimated from iwse than do the tubes with longer fins. A lowey implies a lower
correlation for circular and oval tubes given by Zukauskas arnvective resistance due to a larger convective surface area. Fig-
Ziugzda[18] ure 4(c)shows that there is no significant difference in the tem-
025 perature distribution along the three shapes considered.

Pr
Nu = 0.27R<§fpr"-37( W) 2000<Re, <2x10*  (9)
w

The length scale in E(9) is the length of the tube axis in the Shaped Tube Efficiency

streamwise direction, i.e.£Zor symmetrically shaped tubes and L - .
2r,, for a circular tube. For polymer tubes, Bi is of the order 0.1 Atténtion is now turned to the shaped tube efficiency, which for
symmetrical tubes such as the lenticular and oval tubes equals the

for relatively long fins &,=0.1) and of the order 1 for shorter 'p efficiency. The shaped tube efficiencigg for the lenticular

fins (\,=0.9). Tubes made of polymers with enhanced therm .
cond(uck:)tivity 3)f 1 W/mK would h%vg Biot numbers that are cor-1UP€, the teardrop tube and the oval tube are plotted with respect
Biot number in Figs. 5(a)b), and(c), respectively. Curves are

respondingly an order of magnitude lower than those made Fown for tubes withh,=0.05, 0.3, 0.5, and 0.8. The baseline

unfilled polymers. circular tube is represented y, =1, corresponding toy=1. For
. a fixed Bi, the effect of adding material to the base circular tube
Temperature Distribution on the efficiency may be estimated by considering decreasing val-
The distributions of dimensionless excess temperature raties of\,,. (This interpretation is an estimate because the magni-
0(\)/ 6, of a lenticular fin(on both the lenticular and teardroptude of the average convective heat transfer coefficient is sensitive
shaped tubeand oval fin are plotted in Figs(d) and(b), respec- to shapg11,18].)As expected from the temperature distributions
tively, with respect to the dimensionless coordinatdResults are presented in Fig. 4y decreases with increasing Bi and decreasing

Table 2 Expected range of Biot number for shaped oval tubes in gas flows with Reynolds
numbers from 2000 to 6000 !

Bi (approximate

Polymer Enhanced Polymer Aluminum Copper
Rey, Nu,? b k=0.2 W/im-K k=1 W/m-K k=271 W/mK k=401 W/m-K
2000 22 0.1 0.1 0.03 0.0001 0.00007
0.5 0.7 0.2 0.0005 0.0004
0.9 1.3 0.3 0.001 0.0007
4000 34 0.1 0.2 0.05 0.0002 0.0001
0.5 11 0.2 0.0008 0.0006
0.9 2 0.4 0.0015 0.001
6000 44 0.1 0.3 0.06 0.0002 0.0001
0.5 14 0.3 0.001 0.0007
0.9 2.6 0.5 0.002 0.001

1The gas is assumed to be air at 300 K and 1 atm
°Nu,, is based on Eq9)
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Fig. 5 Shaped tube efficiency plotted as a function of Biot
© number and M\, (&) lenticular tube, (b) teardrop tube, and (c)
oval
Fig. 4 Dimensionless excess temperature ratio as a function
of Biot number and the dimensionless coordinate A=r/¢ (a)
lenticular fin, (b) oval fin, and (c) lenticular fin (dashed line) and
oval fin (solid line) with A,=0.5 circular tube. The decrease in efficiency with increasing Bi fol-
lows the same trend as that of the temperature distributions plotted
in Figs. 4 and 5.

N\p. The rate of decrease of with increasing Bi is greatest for ) ) )

Bi<0.3, i.e., the range for most metals. The shaped tube effi-Comparison of Convective Heat Transfer of Circular and
ciency of polymer tubes can be enhanced by enhancing the thaRaped Tubes. Once the shaped tube efficiency is known, it can
mal conductivity of polymers. For example, Table 2 shows th&e used in conjunction with average heat transfer coefficients to
the Biot number is approximately 1 for polymer oval tubes wit§ompare the heat transfer rate of a shaped tube to the rate that
A\,=0.5 at Re=4000. The corresponding tube efficiency is 0.yould be achieved with the base circular tube. This comparison is
Using an enhanced polymer with thermal conductivity three timd@$esented in terms of the shaped tube effective(@sdefined as
higher than that of an unfilled polymer, the Biot number is rethe heat transfer rate of a shaped tativided by that of the base

duced to 0.3 and the tube efficiency is increased to 0.9. circular tubeq at the same base temperature
The tube efficiencies of the three shaped tubes are compared in — —
Fig. 6 for A\,=0.3, 0.5 and 0.8 at @Bi<5. The trends of the d  xhoAs(Tp=Tx)  xhoA,
plots are similar. The teardrop tube has the highest efficiency be- Eshaped tube T =— = (10)
cause the fin extends over only half of the surface of the base Qe hocAoc(To—T)  hocAoc
Journal of Heat Transfer APRIL 2004, Vol. 126 / 215
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0.4 05
Lenticular 051 %:0_3 T
0.2 1 o
0 T T T 1 0 T T T |
0 1 2 4 5 0 1 2 3 4 5
Bi Bi
1 @ Fig. 7 Predicted heat transfer efficiency of an oval shaped
tube for air flows with 2000 =Re=20,000
0.8 1
Teardrop
0.6 Lenticular tube ef_ficiency_and the' tub_e shape _fact_or. The behavier,gf as
= a function of Bi and\, is displayed in Fig. 7 for oval tubes with
0.4 1 \p,=0.3, 0.5, and 0.8 and Bi from 0 to 5. For B3, the oval
tube enhances heat transfer fq/<0.8. Longer fins are desirable
o0 | because the conductive resistance is lower than the convective
resistance. Moreover, as discussed previously, longer fins would
further reduce pressure drgp5]. At Bi=0.3, the heat transfer of
0 ‘ ' ' ‘ the shaped tubes is the same as the base circular tube. For Bi
0 1 2 4 S >0.3, the penalty of added conductive resistance outweighs the
Bi benefit of increased surface area. The penalty increases as more
®) material is added to make longer fins.
1A
Teardrop
0s Concluding Remarks
Unique shaped tubes extruded with an inner circular flow pas-
06 | Oval sage and an outer streamlined profile are proposed to maintain the
ability of the tubes to withstand the internal pressure of the inside
= . -
fluid and to reduce the pressure drop across tube bundles compris-
041 ing of hundreds of small-diameter, thin-walled polymer tubes. The
effect of the material added to the base circular tube on heat
0.2 7 transfer rates is characterized by treating the shaped tubes as a
base circular tube to which longitudinal fins of oval and lenticular
o ‘ . . ‘ profile are attached. The shaped tube efficiegcgimilar in func-
0 1 2 4 5 tion to the fin efficiency, is determined from numerical solution of
Bi a one-dimensional energy balance on the fin. The shaped tube
© efficiency is provided for lenticular, teardrop and oval shaped

Fig. 6 Comparison of the shaped tube efficiencies for tubes

with (a) A,=0.3, (b) A,=0.5, and (c) A,=0.8

Measured heat transfer coefficients for an oval tubg) (with
A,=0.5 are 25% less than that of the circular tullg, () for
2000<Re,<2x10' [18]. The average heat transfer coefficiengg1
measured with lenticular tubes is 25% lower than that of a circul
tube for 1000sRe<5x1d [11]. A Nusselt number correlation for

the teardrop tube was not found by the authors.

tubes as a function of Biot number and a dimensionless length
ratio of the base tube radius and the length of the fin. The heat
transfer effectiveness, defined as the heat transfer rate of a shaped
tube divided by that of a circular tube at the same operating con-
ditions, is used to compare the thermal behavior of the shaped
tubes to that of a circular tube in cross flow.

For Biot numbers less than 0.3, the oval shaped tube enhances
heat transfer. For polymeric materials, the Biot number in most
plications will be greater than 0.3, and adding material to the
se tube reduces the heat transfer rate. If the thermal conductiv-
ﬂ{/ of the polymer could be increased from 0.2 to 1 WKy the
shaped tubes would be more attractive from the standpoint of heat
transfer. However, regardless of thermal conductivity, the benefit

To illustrate the use of Eq10), consider the oval tube. The ot yequced form drag remains. From the standpoint of overall
Nusselt correlation for circular and oval tubes given in B9.is  nerformance, the shaped tubes should be designed to maximize an
used to determine convective heat transfer coefficients for bqiipancement criteria objective suitable for the specific applica-
shapes. Assuming the working fluid is gas, Ri/Brset equal to 1. ion Fyture work will address the flow field and temperature dis-
Substituting the heat transfer coefficients determined With(80. tihution in heat exchanger tube bundles.
for the base circular tube and for the shaped oval tube into Eq.

(10) yields an expression faf -
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Nomenclature

A; = outer surface area of the fin, per unit length of tube,
m
A, = outer surface area of shaped tube, per unit length, m
Bi = Biot number, Bi=h,r/k
ds(r) = differential length of fin arc curve, m
h = convective heat transfer coefficient, W/nk
k = material thermal conductivity, W/nkK
¢ = length of the fin, m #,=0.06
L = length of the tube, m 0 . ) : : —o
Nu = Nusselt number based om R a 1 5 3 4 5
Nu,, = Nusselt number based on flow length, used in . Bi
Pr = Prandtl number of the fluid, evaluated at the fluid 1D 2.D Analysis 2.D Analysis
bulk temperature. Analysis  °  tin=0.1 ° i,=0.5
Pr, = Prandtl number of the fluid, evaluated at the tube @)
wall surface temperature.
Q = heat transfer rate, W 7,=0.8
R = circle radius corresponding to the fin arc, m
Re = Reynolds number based om2
Re,, = Reynolds number based on flow length, used in
Eq.(9)
Ry, = thermal resistance, K/IW
r = radial coordinate, m
r, = tube radius at fin base, m
ri = tube inner radius, m
r, = outer radius of circular tube, m
s = length of fin arc curve, m 0 ; . ‘ ‘ ,
t = tube wall thicknesst=r,—r;, m 0 1 2 3 4 5
T = temperature, K Bi
1-D 2-D Analysis 2-D Analysis
Greek — Analysis ° =01 O iIy=0.5
a = arc angle corresponding to the fin arc, radian (b)
B = angular coordinate, radian 1
x = tube efficiency, Eq(2)
e = tube effectiveness, E¢9)
n: = fin efficiency, Eq.(3)
N\ = relative radial coordinatey=r/¢
\p = shape factor\p=r,/¢ 2
0 = excess temperatue=T—T,, K

Superscript
= overbar indicates average quantity

Subscript
b = refers to value at fin base
¢ = refers to baseline circular tube
f = fin
i = inside the tube
max = refers to maximum heat transfer rate
0 = outside tube
oval = refers to oval shaped tube
teardrop = refers to teardrop shaped tube
o = Fluid free stream
Appendix

Justification of One-Dimensional Analysis. The results pre-

Bi
o 2-D Analysis
t/n,=0.1

(©)

Fig. 8 Comparison of the shaped tube efficiency determined
from one-dimensional and two-dimensional solutions (a) len-
ticular tube, (b) teardrop tube, and (c) oval tube

1-D

_ o 2D Analysis
Analysis

th=0.5

which the first two assumptions required for the one-dimensional
analysis provide accurate results. The two-dimensional energy
equation was solved in Fluent for ratios of tube wall thickness to

sented in the main body of the paper are based on solution ofube base radiusfry,) of 0.1 and 0.5, tube shape factops,) of
one-dimensional energy balance on the fin. They point out tBe05. 0.3, 0.5 and 0.8, and Bb< The shaped tube is not practical

impact on heat transfer of adding material to a circular tube

for higher Biot number or for thicker walled tubes. A constant heat

order to obtain a streamlined outer shape. Assumptions madetriansfer coefficient boundary condition is specified along the outer

the one-dimensional analysis afd) conduction is in the radial
direction, (2) the fin base temperature is unifor(3) the fin ma-

terial is homogeneous, and) the convective heat transfer coef-

surface. An isothermal boundary condition is specified at the inner
tube wall. The mesh within Fluent was refined until the heat trans-
fer rate varied less than 1%.

ficient is a constant that may be represented by the average valu@ comparison of the one-dimensional and two-dimensional pre-

along the outer surface of the fin.
A two-dimensional analysis in the radial and angyj@r direc-
tions was conducted to determine the range of Bi &g over

Journal of Heat Transfer

dictions of shaped tube efficiency is provided for the three shapes
considered in this paper in Fig. 8. Over the range of conditions
simulated, the prediction of shaped tube efficiency with a 1-D
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analysis is extremely accurate. The difference in the 1-D and 2-06] Merker, G. P, and Hanke, H., 1986, “Heat Transfer and Pressure Drop on the

; i B R Shell-Side of Tube-Banks Having Oval-Shaped Tubes,” ASME J. Heat Trans-
results is negligible for B 1, and even at Bi5, the error of the fer, 29(12), pp. 19031909,

- ion i 0,
1-D assumptlon is less than 10 AJ_' 3 [7] Merker, G. P., Hanke, H., and Baehr, M., 1987, “Analogy Between Momen-
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A Numerical Model Coupling the
Heat and Gas Species’ Transport
Processes in a Tubular SOFC

Laura Schaefer A numerical model is presented ir] this. work.that computes t'he interdependent fields of
flow, temperature, and mass fractions in a single tubular solid oxide fuel cell (SOFC).
Minki K. Ch Fuel gas from a pre-reformer is considered to contain, LO, CO,, H,O (vapor), and
m ing K. : yu CH,, so reforming and shift reactions in the cell are incorporated. The model uses
e-mail: mkchyu@engr.pitt edu mixture gas properties of the fuel and oxidant that are functions of the numerically
] o obtained local temperature, pressure, and species concentrations, which are both inter-
Department of Mechanical Engineering, dependent and related to the chemical and electrochemical reactions. A discretized net-
University of Pittsburgh, work circuit of a tubular SOFC was adopted to account for the Ohmic losses and Joule
Pittsburgh, PA 15261, USA heating from the current passing around the circumference of the cell to the interconnect.
In the iterative computation, local electrochemical parameters were simultaneously cal-
culated based on the local parameters of pressure, temperature, and concentration of the
species. Upon convergence of the computation, both local details and the overall perfor-
mance of the fuel cell are obtained. These numerical results are important in order to
better understand the operation of SOFCIDOI: 10.1115/1.1667528

Pei-Wen Li

Keywords: Conjugate, Energy Conversion, Heat Transfer, Mass Transfer, Modeling

1 Introduction the electrolyte and electrode is temperature dependent, and the
Fuel cells have drawn an increasing amount of attention froconcentrations of the reactants and products determine the partial
9 rg%essures that affect the cell’s electromotive force. The variation

the automotive and power industries. Compared to conventio the gas fractions and temperatures in the flow also affect the
combustion technologies, fuel cells have relatively small exergy ., properties and the flow field

losses[1]. While the efficiency of a conventional power system In 1992, Hirano et al[6] evaluated the performance of a tubu-

that employs a heat engine is fundamentally limited by the Camat soFc. They assumed a laminar convection heat transfer coef-
efficiency [2], fuel cells convert the chemical energy of fuel digicient and fully-developed flow, and obtained the mean tempera-
rectly into electrical power, and thus can maintain a high energy,e \ariation along the cell tube through a one-dimensional
conversion efficiency. However, there are numerous issues thgh sis Also the temperature dependency of the electrolyte ion
St'l.l need to b_e addressed fo_r the various types of fuel {BHS]. canductivity was ignored, as was the radiation heat transfer be-
This paper will focus on the issues that impact the performance @Qieen the cold air-inducing tube and hot cell tube. Other investi-
a solid oxple fue_l (_:eIKSOFC). L . ations can be found iiv—12]; however, few studies have tried to
To function efficiently, a SOFC needs to maintain a high opefypjoy a field solution to the flow, heat and mass transfer. They
ating temperature, which facilitates the ion conductance of th&ner assume a plug flow, ignoring the mass diffusion in the radial
solid oxide electrolyte and the high electrochemical reaction Kirection, or use a theoretical heat/mass transfer coefficient based
netics. However, too high a temperature may lead to electrogg 5 fylly developed laminar pipe flow to account for the heat and
sintering and a chemical reaction between the electrode and R8ss diffusion between the flow and the cell tube. In fact, the
electrolyte. Therefore, the temperature of a SOFC has to be cgundary conditions of the heat and mass transfer in a fuel cell are
trolled within a narrow range for safety and efficiency. Other isyejther uniform over temperature/concentration nor uniform over
sues that can improve a SOFC's performance include optimizatigiz heat/mass flux. In order to better understand the detailed in-
of the fuel-oxidant ratidor the stoichiometry of the oxidanand ternal variations of temperature, concentration, and electricity
the flow direction. Since optimizing these concerns and predictiRgnduction in a SOFC, this study has developed a model employ-
the performance of a SOFC through experimental testing jigy a field solution to the temperature and species’ concentration
expensive and labor-intensive, a numerical model must Bgsed on the governing equations. The radiation heat transfer be-
developed. tween the cold air-inducing tube and the hot cell tube has also
There are several challenges in simulating both the overall apden considered. Additionally, there is a relatively long current
the detailed operation of a SOFC. The heat transfer, gas speciggh around the circumference of the cell tube to the interconnect
diffusion, chemical and electrochemical reactions, and conductigng tubular SOF¢13,14]. This results in larger Ohmic losses and
of electricity and ions are all interdependent. Additionally, fuel fedoule heating, and increases the complexity of these calculations.
to a SOFC generally contains a mixture of HCO, CQ, H,O, |n this work, a network circuit moddll5,16]was used to solve
and CH,, so the chemical reactions of fuel reforming and shifthe electrical potentials in the anode and cathode, and thereby to
will occur with the electrochemical reaction within a SOFCfind the cell output voltage and to account for the Ohmic losses
Therefore, the temperature field in a SOFC is a function of thehd Joule heating.
heat generated from the chemical and electrochemical reaction as
well as Joule heatingat high temperatures, radiation heat transfe? Problem Formulation: The Fundamentals of Re-
can also occur). Furthermore, the ion and electricity conductionfarming, Shift, and Electrochemical Reactions

Contributed by the Heat Transfer Division for publication in th®URNAL OF Figure 1 is a_scher_natlc VIeV\.I of the cross section of a typical
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 31'[,LIbular SOFC, in which a Iaml_nated _StrUCture composed of the
2003; revision received December 23, 2003. Associate Editor: B. Farouk. cathode, electrolyte and anode is fabricated around a support tube
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e ~AGy RT Pu,PG:
=2F T o

Support Cathode PHZO
tube lectrolyte
Air in whereAGy is the standard Gibbs’ free energy change of Bgat
St Fuel temperatureT, P is the ratio of the local partial pressure over the

standard state pressure of 1.0 atm for reactants and products at the

fl‘;l')'é""uc'“g electrolyte/electrode interfaceB,is Faraday’s constant, arilis
the gas constant.
Interconnectid Nickel felt The equilibrium states as a function of temperature are
P3 P reformin
Fig. 1 Cross-sectional view of a tubular SOFC system KPR:HZ—CO = ex;{ — AGO—Q) (5)

in the form of a thin cylindrical shell with one end closed. A
typical configuration of the flow streams of fuel and oxidant in a

t“bu".’” S.O.FC is_ shown if‘ Fig. 2. _Air_is supplied through a Co.nEquiIibrium constants must be utilized to evaluate the molar
centric air-inducing tube inserted inside the tubular cell from tSariations of the gas species on the anode side. In the equations

open end. Oxygen in the air diffuses across the porous suppgficn, helow, the mole numbers are represented by the correspond-
tube and is ionized at the cathodsir electrode). The produced i chemical symbols, and the reaction-consumed mole numbers
oxide ion is conducted through the electrolyte toward the ano CH,, CO, and H aré represented by, y, andz, respectively

(fuel electrodend is de-ionized at the anode-electrolyte interfacey, vgriatiohs of the species in the fuél éhannél are '
through a chemical reaction with the fuel, which diffuses inward

Pco,Ph, p( Aeghiﬂ) ©

K -_——
PR PcoPh,o RT

from the core of the fuel flow passage. Chemical products formed CH"'=CHJ—x ()
in the reaction diffuse across the porous anode, and then into the o
fuel flow and are exhausted to the outside. Electrons released at COM=CO"+x—y (8)
the anode move back to the cathode as an electric current if the U ~in | —
cathode and anode are connected by an external circuit. An elec- CR=CO+y ©)
tric current is thus induced between the cathode and the anode, HOU= HD+ 3x+y—7 (10)
and electrical work is produced in the external circuit. 2 2

If methane-reformed fuel gas is supplied, it will contain a mix- H,0%=H,0"—x—y+z (11)

ture of H,, H,O, CG,, CO, and CH. The air that is supplied to . .
the catr%de éide coorznaing@nd Nzlljm this model. it is ggsumed The fuel mole numbers in the bulk flow between the inlet and

that the reforming and shift reaction on the anode side is in eq@utlet of the section of interest can then be correlated as
librium, anq that the reaption of Hand G is responsible f(?r the M FOU=MFE "+ 2% (12)
electromotive force, as in Onuma et fL7]. The assumption of o N _

equilibrium of the reforming and shift reaction is quite commonlynd the equilibrium conditions can be rewritten

utilized in SOFC studies, as seen in Costamagna ¢4, Agu- i — N — — — 3

iar et al.[12], and Massardo and Lubéflli8]. In fact, Achenbach CO"x—y| [ Ha+3x+y-2z p2

and Rienschd19] have reported that the reforming reaction is ME"+ 2% MEN+ 2%

endothermic and can almost attain equilibrium. The shift reaction Kpr= — —— (13)
can also be assumed to be in equilibrium for a SOFC; in the CHy—x | [HO"—x—y+z
experimental study of Peters et E20], it was found that the CO MEN+ 2x] ME"+2x
concentration is only slightly higher than that given by the equi-

librium composition at the anode. Therefore, the reactions inside HM'+3x+y—2z|( COl+y
the present fuel cell argl8,21] —— —
= MF"+2x MFE"™+2x
X PS™ o'+ x. n — — (14)
CH,+H,0—CO+3H, (reforming (1) COMx—y) [ HO0"—x—y+z
5 MF"+2x MFN+2x
CO+H,0+~CO,+H, (shift) 2 For this modeling work, the known conditions are flow rates,

temperatures, species’ compositions for both the fuel and air at the
z . fuel cell inlet, and the fuel utilization factdwhich is related to
H,+1/20,+H,0  (electrochemical) () the total output current from the cgllThe local concentrations in

The potential between the cathode and anode is expressedbpih the fuel and air streams are based on the variations of the gas

Nernst equatiof7] speciegfor examplex, v, z, in the fuel flow), which can be used

to obtain the local partial pressures, electromotive forces, and heat

generation due to the reactions and Joule heating. Additionally,

the consumption mole numbers for hydrogeepresented by)

and oxygen can be correlated to the ion-carrying charge transfer

rate across over the area of the electrolyte layer by

/
3 I} L ‘/ (3 (3
(H2+H,04CO - = Cathode —
+C0+CH, e T T+ Supporting tubo. z=1/(2F) (15)
Fuel ( ¢ (0,*N,)__E Air ) _
\’ PR S S f i 4 f PN S 61. Zo:l/(4F) (16)
L] ¥ T ¥ L) .

1 T T T ¥

Ma,ss flux

I I ) s : 2 s Anod

3 Steady-State Flow and HedMass Transfer

Fig. 2 Arrangement of fuel and oxidant streams in a single Several important features of the flow and heat/mass transfer
tubular SOFC problem in a SOFC must be considered. First, the fuel and oxidant
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! ” . . pCPUT)  1oreCpT) 9\ 1) 19/, T} .
Fuel i ox r or x|\ ax) T ar | ar
o (20)
o

apuY,) 1a(rpuY;,) 4 AR aY,
pUTj i pvYy) _ 2 pD; m_J +=—|rpD; m_J
X r ar X X roor or

(21)

Fig. 3 Conjugate computational domain The thermophysical properties of enthalpy, Gibbs free energy, and

the transport properties for a single gas are taken from the stan-
dard definitions 0f26,27]. Also, equations frof27] are adopted
for calculating the properties of gas mixtures.
in the SOFC are gas mixtures that vary due to the electrochemical . .
reaction. This can be accounted for by using incompressible flow3-2 Boundary Conditions. There are two kinds of bound-

momentum equations with variable properties in solving the v&'Y conditions for this problem. One type is for the outermost

locity fields. Second, there is both electrochemical reaction he§Qutline of the overall computational domain, and the other is for
heat generation and mass fluxes of the interior solid region and

ing and Joule heating due to the conduction of ions and electrons, .9 : . : ; .
in the cell components. These types of heating can affect the tep@lid/fluid interfacial boundarieswhich are more influential for
perature fields of both the fuel and air flows, and thus the conjiiiS Problem). The general boundary conditions for the outline of

gation of the flow streams with the cell components is necessalfye computational domain are

Third, the consumption and/or production of mass in the fuel ,—0  su/gr=0, 4T/9r=0, aYjlor=0 atr=0
channel and air channel needs to be considered. Fourth, the deter- (22)
mination of the heat and mass consumption/generation due to the
electrochemical reactions and Joule effect must rely on the param- U=0, v=0, dT/or=0, dY;/dr=0 atr=r¢, (23)
eters of temperature, pressure, and concentrations. Each of the U=0. =0 JT/dx=0
above processes is interdependent. Finally, the temperature differ- ’ ’ ’
ence between the air-inducing tube and the support tube might be dYjlax=0 atx=0 and O<r<ry (24)
sufficiently high that radiation heat exchange occurs between _
them. RT{ lo s
To couple the flow and heat/mass transfer fields, a two- U=ui=\ — Il o= =n [m(riz=ri)],
dimensional axi-symmetric computational domain is created, as Py ZFUHchz
shown in Fig. 3. For convenience, the shape of the closed end of _ _
the cell tube is simplified as flat in this model. v=0 atx=0 andru<r<ry (25)
3.1 Governing Equations. The flow velocity in both the RTZ lo 2
fuel channel and air channel for the fuel cell is rather low. How- U=tar=\ 5in || 2Fu - on (720,
ot e ; ; air o,%“0
ever, due to the variation of the species’ concentrations, the fluid 22
properties may have_large fluctuations._ Two assu_mptic_ms are v=0 atx=L and Osr<r, (26)
adopted for the equations and computational domain. First, the
energy diffusion driven by the concentration gradient of the gas u=0, v=0, JT/9x=0,
species is very small, and thus neglecfé@,23]. Secondly, the
ceramic porous support tube, anode, and cathode all have small dYjlox=0 atx=L and rg=r=r (27)
thicknesses and can be treated as solid. Due to the electrochemical ou
reaction, the gas reactants and products diffuse across the porous —=0, v=0, dT/9x=0,
layers, which produces mass fluxes. However, the mass transfer is 2
treated as a mass flux in or outwarq from the interfé@c24]. Thi; AY;lax=0 atx=L and r,p<r<r,s (28)
treatment can avoid the complexities of the mass transfer in the
thin porous layers of the support tube and electrof®s]. It u=0, v=0, JT/9x=0,
should be noted that the reduction of the electromotive force
caused by the mass diffusion in the porous layers is considered dYjlox=0 atx=L and rgs<r<ry (29)
properly in later sectiong5]. Therefore, the governing equations ou
are —=0, v=0, JT/9x=0,
ox
a(pu)+10(rpv):o 17) dY;lax=0 atx=L and ry<r<rp (30)
x roor I is the total output electric current of the fuel cell, which is
apuu) 1 d(rpou) ap 3 aul 19 ou correlated to the cell electric current density, by
x Y ar ax ax("ax Ty ar(”‘ ar) lo=2L- 7o g (31)
d du\ 19 dv 3.3 Heat Generation and Mass Fluxes in the Interior Solid
o\ P Trar | TR (18) Region and Solid/Fluid Interfaces. Heat generation in the in-

d(puv) 1 4(rpvv) ap (9( ﬂv) 1 (9( r?v)
+= =—— I

ox r ar

Journal of Heat Transfer

J au
+—\lu—=+

t—|p—|+==—|rp—
ar ax\Foax] Ty ar\ P or

19 v\ 2uv
AT

(19)

terior solid region of the computational domain, as denoted, by

in Eqg. (20), is due to the Joule effect and the entropy change of the
reforming, shift, and electrochemical reactions. These heats are
related to the local current conduction and charge transferl rate
(in ampereshcross the electrolyte. Therefore, an analysis of the
electrical conduction in the cell components is necessary.

3.3.1 Analyzing the lon and Electricity ConductiorAs has
been mentioned in Eq$15) and(16), characterization of the ion
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VAEvap + VA\N* VAp + VAvaAp VAsf VAP

+
RaE RaW RaN RaS
VCp—VA—E
2 _F P (34)
ReP
VCe-VCp VCy—VCp VCy-VCp VCsVCp
RcE RcW RcN RcS
VA—VCp+E
Cathode + : R - neP:O (35)
Nickel felt Nickel felt( Currentin ) ep
nterconnect VA=0 . . . .
(Currentout) (VA=0) R,, R., andR, are discretized resistances in the layers and de-

(VC=Veen ) termined from the resistivity,, which is constant for the cathode

Fig. 4 Network circuit pertaining to half of a tubular SOFC a.nd anode, .bUt IS temperature-dep_endent for.the electrolyte, as is

tube (all layers of the electrode and electrolyte have been given Ia.ter in tables for the material propert}& and R? are

magnified) located in the anode and cathode layers, Bpds located in the
electrolyte. It is easy to see from the network circuit that a larger
cell tube diameter will result in a longer current pathway from the
current inlet to the outlet, and thus will result in a higher Ohmic

and electricity conduction is required to determine the hedfSS and Joule heating rate. To set an operating condition, the total
production and mass transfer rates, so the current paths that cGfr9e transfer rate across the electrolyte is given asa presn_:rlbed
prise the network circuit must be analyZ&8]. For a tubular fuel External parameter. Once the valuedgf, and the resistances in
cell, the current must flow peripherally in the electrode layers ltge electrolyte and electrode are determined for the network cir-

reach the nickel felt collector. This can cause Ohmic losses aﬁ Ittall':(]eed lgqcril Cﬂa{gfattf agiger; ra[t?t(':(;(r)wsz;zetheelre](:ttr:gl?()e feaﬂek;et'n
yield more Joule heatinfl5,16]. Since the current flow is sym- : ught v putation, u Ing

metric from the inlet collector to the outlet collector, only half of-an be found. Two additional important points are needed 1o solve

the cell tube is analyzed. Discretization of half of the cell tube a{ge local current distribution. First, it is supposed that uniform
a network circuit is shown in Fig. 4. €lectric potentials exist at the two nickel felt interfaces. Second,

The local ion-carrying charge transfer rate across the electrol£§her the total charge transfer rate across the electrolyte or the

from the anode to cathode must be known to calculate the ¢ -tee?itr';l d(')fifr?trig%ebzt gr‘\?)vtvvr\wlotombcgeal ]:’ilitislr(])tr?an;)al‘gejsIssuﬁ’l;etsig::b;gée
sumption rate of the hydrogen and oxygen in Ed$) and (16). P P

The ion transfer across the electrolyte. and the electricity condf€ Nickel felt has a very high conductivity, which can level the
tion parallel in the cathode and anode, can produce Joule heati tentials. The second point is a requirement for the simulation, as

Based on the available local electromotive forcds,), the cussed earlier in this paper. The sum of the charge transfer rate
D, o .

model will predict the electrical potential difference, which is als an be specified from the average current density of the cell, and

the cell output voltage. The known conditions are: the total curre e potent!al difference at the two n|qkel felt interfaces is the cell

across the electrolyte layers, which is given by the prescribed flo |vlgingieri Erltjheerrtﬁverr:giﬁtCtﬂgeor'][thSre?nSIttr):eogi?nuJ%L:ito\éOltage must be

rate of fuel and the utilization factor; and the lo&g), in Fig. 4, 9 P :

which is expressed by 3.3.2 Correlating the Electrical Parameters With the Heat
Generation and Mass Flux.Local electrical potentials obtained
EP —EP_,P 32) from the above analysis can then be used to calculate the local
net Nact (32) . .
ion-carrying charge transfer rate across the electrolyte, and the
heat generation and mass transfer fluxes can also be obtained.

where the electromotive fordgis a function of the local tempera- correlations for these parameters for one control volume are
tures and partial pressures. The. is a reduction of the electro-

motive force caused by the activation polarization and the mass _ (VAp—VCp+Eep)
transfer resistance across the porous layers of the support tube and P Rep (36)
electrodes. Chan et a]29] have conducted an analysis of the
Butler-Volmer equation for the activation polarization in SOFCs, Qgh= IE,« Rep (37)
and have concluded that when the activation polarization is less b
than 0.1V it is proportional to the current density. The relation Qr=(AG—AH)-Ip/(2F) (38)
and the proportionality constant suggested by Hirano ¢6abre (VAc—VA)?  (VAy—VAR)? (VA —VAp)?
used Q b= % E P + W P + N P
@ RaE RaW RaN
[ VAg—VAR)?2
mhe 3 & (RER o+ REA™ (33) + %} (39)

2 2 2
where R2°% and REaMod are 90 and 200 mQ-cfrespectively, Qcp—O.S{(VCE VCe)” |, VCw=VGp)” | (VCn— V)
andAA is the unit area of the electrolyte layer thaicts upon. If Ree Rew Ren
the tubular SOFC is cathode supported, in which the support tube (VCs—VCp)?
is removed and a thicker cathode is used, RE® and REhode + R—}
will be slightly smaller than the above values. Since the flow, ¢S
temperature, and concentration fields are assumed to be axitereAG andAH are the changes in the Gibbs free energy and
symmetrical E, 5, andE, are circumferentially uniform. enthalpy of the electrochemical reactityg. (3)). The Joule heat-
Applying Kirchhoff's current law, the potentials at grlland ing is the heat generated in tifecontrol volume in the cathode,
its four neighboring points can be correlated for the cath®® electrolyte, and anode layers. Dividing the Joule heating by the
and anoddVA) layers: P-control volume results in a volumetric heat source. The electro-

(40)
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chemical reaction heat is, however, located at the anode/3.4 Numerical Procedure. The transport equationéEgs.
electrolyte interfacer(=r.) and should be treated as a surfac€l7)—(21)) must be solved in conjunction with the above-listed
heat source. boundary conditions and the electric conduction network in order
The mass variations of the hydrogen and oxygen in the electtto-determine the local current across the electrolyte and the local
chemical reaction at poirR are correlated tdp as expressed by Joule heating. Finite difference equations are obtained by volume
Egs.(15) and(16). For axi-symmetric flow, temperature, and conintegration of the transport equations over the discretized control
centration fields, the boundary conditions of the mass fluxes amdlumes. Details concerning the method for deriving the finite
heat sources are circumferentially uniform. The current and hefifference equations and inclusion of the boundary conditions can
generation equations can therefore be integrated circumferentidlly found in[32,33]. In a similar manner, the fuel cell layers in half
at one axial position and averaged. For example, to find the cuif-the tube are discretized as in Fig. 4 so that the finite difference
rent density at one axial position, circumferential integration fagquations for the current conduction can be obtained. Through
Ip at x is made for theAx section and the local axial currentsolution of the difference equations, the current conduction and
density is obtained heat generation are circumferentially averaged to provide the
- boundary conditions for the axi-symmetrical transport equations.
o The inner surface of the supporting tube and the outer surface
lax=2 6120 Ip(X,0); L=l ax /(27T efAX) (41)  of the air-inducing tube might have radiation heat exchange. The
method of Beckermann et dB4]is used to treat this problem. In
For the current, an average molar consumption rate of hydrogertliis method, a heat source term is introduced in the discretized
the Ax section can be found energy equationf32]in order to consider the radiation exchanged
heat flux in the computational domain. To accomplish this, the
7= (lﬁ) (42) length of the cell tube and the air-inducing tube that involve ra-
AT 2F diation heat exchange is divided into four axial sections. Since the
o o ) length/interval ratio of each section of the two tubes is large, the
Other species’ variations can be calculated by solving Ef8)  agjation heat exchange is approximated to be a problem in two-
and (14) for a section in the streamwise direction fromto X g rface enclosure. The average temperature of the surface is used
+Ax. The reforming and s_hlftlng reactions take place at the agy cglculate the radiation heat exchange.
ode surface, so the species’ variations can be treated as masge pumerical procedure used to solve the finite difference
fluxes going in to or out from the anode surface. The mass ﬂuxﬁ’énsport equations is based on the SIMPLE algorif&]. For
of CO, CG;, CH,, and KO on the anode surface at positian this particular problem, the overall numerical procedure was de-

can be further correlated as signed as follows:
=M (X at Y ar—Zan) (43) 1. Determine the local EMFs and the resistances in the cath-
Ho o THap p Ax WA Yax™ Zax ode, anode, and electrolyte using the latest available values of the

pressure, temperature, and concentrations.
- N 2. Assume an output voltage for the SOFC. Solve the dis-
Mco= MCOM (Xax—Yax) (44)  cretized equations for electrical potential in the cathode and anode
to obtain the electrical output and the local current distributions,
- _ and to determine the heat sources and mass transfer fluxes. An
Mco,~Mco,5 7y (Yax) (45) iterative assumption of output voltage is conducted to ensure
f matching of the total current integrated from the local charge
] 1 - transfer rate.
mtzo:MHzom(zM—xAx—yAx) (46) 3. Solve the momentum, energy, and mass conservation equa-
f1 tions to update the local distributions of pressure, temperature,
_ 1 o and mass fractions.
m’éH4=MCH4m(—xAX) 47) 4. Check the convergence of the electrical output, local tem-
f1 perature, mass fractions, and velocities. If convergence is not

The chemical enthalpy from the reforming and shift reactions gchieved, update the properties based on the newly obtained dis-

treated as a function of the heat fluxes located at the anode suerHtEJtiOt“S Ct’f Fp(){()assure, temperature, and concentrations, and then
return to step(1).

g,= méH4AH reforming méoAHshift (48)
The mass fluxes of £Oon the support tube at positionare o
4 Application
. 1 I
m62= Mozm (ﬁ) (49) 4.1 Geometric Dimensions and Operating Conditions for a
a3 Tubular SOFC. The dimensions of a single SOFC system are

Once the boundary mass fluxes at the solid/fluid interfaces &en in Table 1, the supplied fuel and air conditions are listed in

found, the mass fractions at the interface are calculi86¢81] Table 2, and the properties of the cell materials are listed in Table
3. The utilization percentages of hydrogen and oxygen are given
as 85 percent and 20 percent, respectively. A mesh system of
600x64 was arranged in the axial and radial directions for the
. computation domain as given in Fig. 3, which ensured grid-
where the mass fluxn; , is determined according to the directionindependent results. A series of conditions for the cell current
and the surface area upon which the mass transfemmatects. density can be investigated. Based on prescribed parameters such
The velocityviurf“ein Eqg. (50) is the local convection velocity as current densities, utilization percentages of oxygen and fuel
(towards the solid surfagénduced by the local mass flux perpengases, and the gas thermal conditions, the inlet flow rates of the
dicular to the fluid/solid interface, and is a function of the specidsel and air can be determined from the ideal gas state equation
mass transfer fluxes at the surface

: aYJ' surface
mj:_Dj,mP&_r+PYj'vx (50)

RTM [ 1y 277 oL 52
v§“’fa°'°:(2 mj)/p (51) "ler )\ 2ru,
Journal of Heat Transfer APRIL 2004, Vol. 126 / 223

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Geometric dimensions
---®--- Present result

Thickness of cell layers -~ - Singhal's

— - 1 experiment [3]
Air-inducing tube 50Qum Ty &— Tomlins' ]
Supporting tube 1500m ]
Cathode 100@m 08l experiment [37] i
Electrolyte 50um —
Anode 150um b
Diameters qg’» 06 b
Inner side of air-inducing tube (2r ;) 8.0 mm E [
Inner side of supporting tube ¢2r ,3) 13.8 mm Z 04} .
Outer side of anode (2r+,) 19.2 mm 3 L
Outer boundary of fuel annulus §&r;,) 29.2 mm o2l |
Tube lengths |
Cell unit (L) 500 mm Ol 1,
Air-inducing tube (—L,) 450 mm 0 100 200 300 400 500 600 700

Current Density (mA/cm 2 )

Fig. 5 Cell voltage versus current density

RTO\ [1g-27rgs- L
Gair_( Pi:”)( :FU E;n (33)
air 0O,%~0,
70 Prrrr T r—————
4.2 Predicted Overall Performance of a Fuel Cell. The 65 F ]
numerical prediction of the cell voltage versus the average current
density is shown in Fig. 5. It is typical for cell voltage to decrease g60r ]
with increasing current density. It is known that the internal ohmic 5 55T .
loss and activation polarization are both proportional to the cur- 3 50 i .
rent density. Thus, when the ohmic loss and activation polariza- % 45 1 _
tion increase against current density, the cell output voltage will 2
decrease accordingly. From Ed45)—(16), it is known that the O 40 -
fuel consumption is proportional to the current density. Therefore, 35k N
a high current density is an indication of large fuel consumption, 30 Laas et g g ]
which corresponds to a lower output voltage. This implies that a 100 200 300 400 500 600 700
light power load results in a high efficiency for a fuel cell. Heat Current Density (mA/cm?)
engines, however, prefer a heavy power load in order to operate at
high efficiencies. This may support the idea of a hybrid power Fig. 6 Cell power versus current density

system[35,36]of a gas turbine and SOFC, where both compo-
nents of the system can work at the most efficient condition.

Several experimental data from referenf@kand[37]on cell  However, from the numerical computation one can obtain more
output voltage versus current density are referenced in Fig. detailed information on the flow velocities, temperature and mass
They were obtained from SOFCs at cell dimensions and eXpefiactions of the gas species for both the fuel and air streams,
mental conditions not exactly the same, but quite close to whghich will be given in the following sections.
was adopted in the present study. Therefore, the numerical pregrom the voltage-current density curve, the relationship of
dicted cell voltages fall close to the experimental data. This is dwer to current density can be obtained. As seen in Fig. 6, the
indication that the numerical model and computation indeeg|| output electrical power increases at first and then decreases
works well to predict the overall performance of a tubular SOFGyith an increase in current density. Therefore, it is impossible to

improve the electrical power further by increasing the current den-
sity beyond the point where it reaches a péfak example, 450

Table 2 Inlet species and their mass fractions mA/cnY in the present study). This feature may lead to identifi-

cation of a certain current density as the maximum operational

Fuel (900°C; 1.01% 10° Pa) current density. Finding the maximum operational current density

H, 05915 through numerical simulation should be of great significance.

(H;é(z) 8:8812 4.3 Local Distributions of the Electrical Parameters and

co 0.3550 Temperature Fields. The local distribution of the electromotive

CH, 0.0248 force and current density are examined in this section. Figure 7

Air (600°C; 1.01X% 1C° Pa) shows the local electromotive force with the activation polariza-

5 0233 tion already subtraqted. It can be seen that the electromotive force

Ni 0.767 decreases from a higher value upstream to a lower value at the end

Table 3 Properties of solid materials in SOFC system

N [W/m° C)] pe (2 cm) Emissivity
Cathode 11.0 0.0186 ‘e
Anode 6.0 0.0014 e
Electrolyte 2.7 0.36850.002838 exp(10300/T) ‘e
Supporting tube 1.1 0.9
Air-inducing tube 1.1 0.9
224 | Vol. 126, APRIL 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



—e— 200 200
-e—250( === 250
-0 — 300 -— 300
12. - -%--350 c T R 350
T L e - - 400 urrentdensxty(mA/cmz) — — 400
1.1 ; 2 - A— 450 - 4
_ Current density (mA/cm*) . —0 — 500 o 528
s 1 - m--- 550 1100 T oo 550 tr
@
1= — .
" & 1000
= o
e £ 900 |
S a
_ E, 800
0.4 Liw [P | P MRS SR 8 B Ny
0 0.1 0.2 0.3 0.4 0.5 2 700 |- —
Axial Position x{m) S | i
. o : © 00 b
Fig. 7 Local distribution of electromotive force 0 0.1 0.2 03 04 0.5
Axial Position X(m)
Fig. 9 Cell tube temperature distributions for a series of cur-
rent densities
—=— 200
—o— 250 ) . . Lo
—e — 300 tional to the current density, a high local current density will result
1200 S —] - -®--350 in a high heating rate. It can therefore be deduced that heat gen-
- - ®- - 400 eration in the upstream region of the fuel cell is higher than in the
1000} ) N downstream region.
Current density (mA/em™) | -2 = 500 An important concern for SOFCs is the temperature field, or the
= 800 f - - 800 hot spot in the cell components. However, it is rather difficult to
A T measure the temperature in a SOFC. Hirano ef@l.reported
BOOP~ . STl ie only three data tested for a SOFC that used fuel without methane

400 e T TR SR and the reforming reaction. The present authors have simulated
\ . L — the same SOFC tested by Hirano et[@llin another investigation
[38] and have obtained very good agreement with the experimen-

tal data. In the present study, simulated results for the cell tube

Local Current Density | (mAfcm?)

e I . temperatures are given in Fig. 9 for cases of differing current
0 0.1 0.2 0.3 0.4 0.5 density. The position of the hot spots varies significantly with the
Axial Position x(m) current density. At a low current density, a hot spot occurs in the
upstream area. With an increase in current density, the hot spot
Fig. 8 Local distribution of current density moves to the downstream area. To understand this feature of the

temperature distribution in a cell tube, it is necessary to examine
the heat transfer conditions in a tubular SOFC. The closed end of
of the SOFC tube. This reflects the fact that depletion of fuel aride cell tube receives an impingement of the fresh air from the
oxidant along the stream has a significant effect on the local daif-inducing tube. For a high current density case, the air flow rate
tribution of the electromotive force. In the downstream region, thie accordingly high, and thus, the closed end could be cooled
electromotive force decreases dramatically because of the danificantly, although the heat generation in this region is stron-
creased reactant concentration and increased product concerges-than in the downstream region. However, for the low current
tion. The differences in voltage levels between the different curveensity case, the fresh air impingement on the closed end of the
reflect the significant reduction of the potentials due to an increasell tube is rather weak, and therefore high temperatures occur in
in activation polarization when current density increases. the upstream region. The results of the temperature distributions
In a similar manner, the peripheral averaged local current desiso indicate that the cell temperature distribution along the tube is
sity versus axial distance can been seen in Fig. 8. It is cleaript simply affected by the heat generation, but also by the stream
shown in this figure that a high local electromotive force can ledtkating and cooling, which is why the hot spot position varies
to a high local current density. Because heat generation is propaith the current density.

0.0146

—~ 0.0/
S ]
SN—
-

~ 0.005

o3

) 0.1 0.2 0.'3 0.4 0.5
X (m)
Fig. 10 Temperature (°C) contours in the whole computational domain (]0=450 mA/ cm?; the
boundaries of the cell tube and air-inducing tube are indicated by dotted lines )
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Fig. 11 Varying molar flow rates of gas species in the fuel stream for a series of current densities
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Fig. 12 Mass fraction distribution of oxygen (lo=450 mA/ cm?)

An overall view of the temperature distribution in the fuel celchanges heat through convection with the air-inducing tube. Ra-
is given in Fig. 10 for a typical current density of 450 mAfcm diation heat exchange can also exist between the support tube and
(this is where the maximum power can be obtained in the simair-inducing tube. These heat transfer rates help to level the tem-
lation). Temperature uniformity in the fuel channel is relativelyperature differences on the cell tube.
good, but deteriorates at the two ends of the fuel cell. It is thus
clear that the thermal stress problem will most probably occur at4.4 Local Mass Fractions and Flow Rate Variations of the
the two ends of the fuel cell tube. The temperature contour al&as Species. The variation of gas species’ mass fractions can
shows that air is preheated in the air-inducing tube before it leavaffect the electrochemical reaction in the cell. The exit gas spe-
the tube. This is because the hot air in the annular air space eies’ mass fractions or flow rate has to be considered for the

0.0146
g | RN | )
75\0 044710317 8 0415 | 087 8§ 3 )
BN 11 A
o.0r YNNI i I I ’ —_— | f
0.1 0’2 0‘I3 0.l4 0.5
x (m) (@)
|5 RIVER
/0]5 /9 "§ 0.6710.71/6 0.7:8 0.761 0.807 0.828
0.‘1 S 0.'2 o 0.'3 o 0.‘4 o 0.5
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Fig. 13 Mass fraction distributions of gas species in fuel stream (i0=450 mA/ cm?)
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arrangement of downstream components in a SOFC-gas turbihe fuel inlet. However, due to the high temperature environment,
hybrid power systeni39]. Due to the reforming, shift, and elec-the exothermic shift reaction of CO is not as strong and continues
trochemical reactions, the flow rate of the reactants and produtiisproceed until the end of the fuel channel.

will vary in the streamwise direction, as shown in Fig. 11. The
fuel for the electrochemical reaction is, Hso its mole flow rate
decr_eases g.raduall_y, With a slig'htly faster decrement seen at K'a(nowledgment
fuel inlet region. This is a reflection of the strong electrochemical

reaction in this region. As the major product, the water vapor The first author, Pei-Wen Li, is grateful to Professor Kenjiro
increases as the electrochemical reaction proceeds. Furtherm8kguki of Kyoto University for some valuable discussion.

the variation of CO and CHreflect the progress of the reforming

and shift reactions. The reformation of ¢ldgroduces CO, while

the overall decrea_se in CO reflect_s the shift_ reactio_n. The highhmenclature

temperature and high heat generation at the inlet region favor the

endothermic reforming reaction. This is reflected by the fast re- C = mole fraction

duction in the CH concentration near the inlet regigéwhere the Cp = specific heat capacity at constant pressure
CH, concentration in the fuel gas becomes almost zero within [J/(kg K)]

=0.1m), and the increase in the mole flow rate of CO. The shift D;m = diffusion coefficient ofith species into the left
reaction of CO is exothermic, and has difficulty occurring in a gases of a mixturém?s)

high temperature environment, so the CO decreases gradually un- E = electromotive force or electric potentigV)

til the end of the fuel channétorrespondingly, CQ, the shifting F = Faraday’s constarif6486.7(C/mol)]

product, gradually increases G = volume flow rate(m¥s)

The mass fraction contours for the major reactants and products 1, 1o = local electric current, total output curre(k)
are plotted in Figs. 12 and 13. In Fig. 12, variation in the oxygen I, 1o = electric current density, cell average current
mass fraction in the radial direction is seen in the annulus air density(mA/cn?)
channel. This reflects the fact that the diffusion of oxygen from L = tube length of the SOFC unim)
the core region to the support tube surface can form a significant m = mass transfer rateékg/s)
mass fraction gradient. This convection polarization of oxygen is m = mass fluxkg/(nm’s)]
detrimental to cell performance, which is why 4 to 6 stoichiom- M = molecular weightg/mol)
etries of oxyger{37,40]are required for SOFC operation. MF = total mole number of fuel flowmol/s)

Compared with the contour map of oxygen in the air channel, p, P = pressurgPa; atm in Eqs(4)—(6) and(13)), a
the hydroger(Fig. 13(a))and water vapotFig. 13(b))concentra- position
tions in the fuel channel do not show significant gradients in the g = heat flux(W/m?)
radial direction. This is due to the strong diffusion of hydrogen in g = heat sourcéw/md)
the fuel stream. In the axial direction, the inlet region shows a Q = heat energyW)
larger gradient, which is a reflection of the strong consumption r = radial coordinatgm)
rate of hydrogen and the production rate of water vapor. Never- R = universal gas constaf8.31434 J/(mol K)]

theless, the overall mass diffusion in the fuel side is strong, whiclR,, R., R, = discretized electric resistance in anode, cathode

is why the hydrogen utilization percentage can rise as high as 85 and electrolytgQ))
percent. The mass fractions of C@ig. 13(c)) and CQ (Fig. R, = resistance from activation polarization and
13(d))vary gradually in the axial direction, which reflects the fact mass diffusion across porous layénsQ-cnr)
that the shifting reaction is not very strong. A large mass fraction T = temperaturdK)
gradient for CH (Fig. 13(e))can be seen at fuel inlet region. As u,v = velocities in axial and radial directions, respec-
mentioned above, the GHs reformed almost completely within a tively (m/s)
short distance from the fuel inlet, and thus shows almost no mass U = utilization percentagé0—1)
fraction variation downstream. V = voltage

VA, VC = potentials in anode and cathode respectively

V)

5 Conclusions __ __x = axial coordinatgm)
X, Y, z, zo = reacted mole numbers of GHCO, H, and Q

A flow and heat/mass transfer model considering multiple gases respectively between inlet and outlet of a con-
in the fuel stream for a single tubular solid oxide fuel ¢8IDFC) cerned section in corresponding flow channel
system was presented in this work. Axi-symmetrical fields of flow, (mol/s)
temperature, and mass fraction were solved numerically. Based on Y = mass fraction

the temperature and mass fraction field data, the local and overall
electrochemical performance of the cell can be predicted. A co reek Symbols

putational simulation was conducted for a sample SOFC with dif- AG = Gibbs free energy change of a reactidmol)

fering current densities. The maximum operational current densityA G, standard state Gibbs’ free energy change of a reaction

for the studied SOFC under the investigated operational condi- (J/mol)

tions was found to be 450 mA/dmA larger current density may AH = enthalpy change of the electrochemical reaction
result in a decrease in the electrical power output. Both the heat (J/mol)

generation and cooling from the airflow can affect the hot spot Ax = one axial section of fuel cell centered at x position
position in the fuel cell tube. For the smaller current density case, (m)

the hot spot may occur upstream in the cell tube, while for alarger p = density(kg/m®)

current density case, the hot spot occurs in the downstream region. p, = resistivity in electrode and ionic resistivity of electro-
At the two end regions of the fuel cell tube, poor uniformity in the lyte (2-cm)

temperature distribution was found, which may lead to larger ther- A = thermal conductivitf W/(m°C)]

mal stresses. Weak diffusion of oxygen in nitrogen was also ob- ux = dynamic viscosity(Pas)

served, which may be the major cause of convection polarization. 7, = polarization from activation and mass transfer resis-
Additionally, the reforming reaction of CHs rather strong, so the tance in porous electrod€¥)

CH, is almost completely reformed within a short distance from  # = circumferential position
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Subscripts [16] Nagata, S., Momma, A., Kato, T., and Kasuga, Y., 2001, “Numerical Analysis
of Output Characteristics of Tubular SOFC With Internal Reformer,” J. Power

a = anode Sources101, pp. 60—71.
air = air [17] Onuma, S., Kaimai, A., Kawamura, K., Nigara, Y., Kawada, T., Mizusaki, J.,
¢ = cathode and Tagawa, H., 2000, “Influence dof Coexisting Gases on th/e I/EIectrochemicaI
_ Reaction Rates Between 873 and 1173 K in a CH4-H20/Pt/YSZ System,”
cell = overall parameter of cell Solid State lonics132, pp. 309—331.
e = electrolyte [18] Massardo, A. F., and Lubelli, F., 1998, “Internal Reforming Solid Oxide Fuel
E,W,N,S = east, west, north, south neighbors of point P Cell-Gas Turbine Combined Cycle$RSOFC-T) Part A: Cell Model and
f = fuel Cycle Thermodynamic Analysis,” ASME Paper 98-GT-577, presented at the

j = gas species International Gas Turbine and Aeroengine Congress and Exhibition, Stock-
holm, Sweden.

net = electromotive force which already subtracted the [19] Achenbach, E., and Riensche, E., 1994, “Methane/Steam Reforming Kinetics

activation polarization for Solid Oxide Fuel Cells,” J. Power Sources2, pp. 283—288.
Oh = ohmic [20] Peters, R., Dahl, R., Kluttgen, U., Palm, C., and Stolten, D., 2002, “Internal
R = electrochemical reaction Reforming of Methane in Solid Oxide Fuel Cell Systems,” J. Power Sources

o o 106, pp. 238—244.
X = aXI_al pOSI.tIOI‘l . [21] Freni, S., and Maggio, G., 1997, “Energy Balance of Different Internal Re-
Ax = variation inAx section forming MCFC Configurations,” Int. J. Energy Reg1, pp. 253—264.

: [22] Bird, R. B., Stewart, W. E., and Lightfoot, E. N., 1960ansport Phenomena
Superscripts John Wiley & Sons, Inc., New York.

in = fresh fuel or air at inlet [23] Williams, F. A., 1985,Combustion TheoryBenjamin/Cummings Publishing
— i Co., Redwood City, CA.
P _ at .p(ljlnt F')t' [24] Shabbir, A., Charles, M. P., and Romesh, K., 1991, “Thermal-Hydraulic
X = axial position Model of a Monolithic Solid Oxide Fuel Cell,” J. Electrochem. Sot38(9),
pp. 2712-2718.
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As part of the preparations for the future ISS experiments, Dold
I the foting zone2) grouth of semiconcuctor rystls, 2% [Lrecenty conducted el Pz experiments i ey
body of molten semiconductor is held by surface tension betwe i 1ting - - ystal.
ith this small diameter, the effects of buoyant convection and of

the melting end of a cylindrical, polycrystalline feed rod and th : .
solidifying end of a coaxial, cylindrical single crystal. For the e free-surface sag due to hydrostatic pressure were relatively

terrestrial, commercial FZ process, the melt zone is created a?ma"’ thus roughly approximating the future experiments in mi-

maintained by induction heating and the free surface is far froﬁqogravity. .DOld et al[1] found that the application of a rotating
cylindrical. On the other hand, for future FZ crystal-growth ex[nagnetlc fieldRMF) during FZ crystal growth dramatically re-

periments on the International Space Statit8sS), the free sur- dupgd the average d|ﬁereqce petween ‘?‘d!ace”‘ maximum and
face will be essentially cylindrical, while there will be axisymmet-m'n'mum dopant concentrations in the striations. They attributed

ric radiant heating to create and maintain the melt zone. For thégés improvement to an increase of the frequency of the periodic

ISS experiments, the free-surface temperature will vary from nonaxisymmetric thermocapllla.lry. convection. Thus n the'.r ex-
eriments, the RMF did not eliminate the thermocapillary insta-

maximum at a middle circumference to the solidification temperg-, but it reduced its deleteri p ) duced

ture at both the feed rod and crystal interfaces. Since the surfatiy: but it re u;]:e its de e.tenm;]s e ectfs. An TME 1S proc uce

tension of most molten semiconductors in an inert atmospheRé connecting the successive phases of a multiphase AC power
PRuLCe to inductors at equally spaced azimuthal positions around

decreases as the temperature is increased, the variations of su e it The ind Iv desianed d
tension will drive two toroidal melt circulations with flows along!€ Melt. The inductors are generally designed to produce a spa-

the free surface from the hottest circumference toward both tHally uniform transverse magnetic fie_ld which rotates at a constant
feed rod and crystal, and with axial return flows near the centéar'JlgfL‘l""r velocityw a(rjoft_mg the cen;[]erllne gf.the meltl. For thhe ypi-
line. This surface-tension driven or thermocapillary convectioff requenlg;\jls: an dle strengtds used in crystal -grpwthertr))e(rjl-
has a very large radial derivative of the axial velocity near the fréBENtS; anh Ipr'lqh'ucssda ?tea 3; axisymmetric, z;mlmutl al body
surface, and this large velocity gradient leads to a hydrodynanjff ©© oln t ehmed"[. IS Oh Y ?]rce fives an an;nat a Y(ej gmty ljn
instability even when the temperature difference along the fr&a® Meltin the direction that the RMF rotates. If the solid bound-
surface is quite small, e.g., 1-2°C. A much larger free-surfa%'es are not rotating, then the a_lX|aI variation of the_centrn‘ug_al
temperature difference is required in order to avoid the morphf2rce due to the azimuthal velocity drives steady, axisymmetric,
logical instability of the crystal-melt interface which would leadn€"idional circulations with radially inward flows near the planar
to polycrystalline solidification. The thermocapillary instability in-'duid-solid interfaces and with radially outward flow near the
volves a transition from steady axisymmetric melf motion to nor!ane midway between these interfaces. For the FZ process, the
axisymmetric steady or periodic melt motion. The quality of an eridional circulations due to the RMF reinforce the thermocap-

semiconductor crystal depends on the uniformity of additives 827 ﬁirculatiolns. | dali bl vsi
dopants which give the crystal the desired electrical or optical \Walker et al.[2] recently presented a linear stability analysis

properties. With a nonaxisymmetric melt motion, the ma or the present problem with an RMF, but without rotation of the

transport of dopants in the melt leads to undesirable spatial osGfySta! or feed rod about their common centerline. They showed

lations of the dopant concentration in the crystal, which are calld@t as the strength of the RMF is increased from zero, its effects
striations. are destabilizing, i.e., the critical value of the Reynolds number

for the thermocapillary convection, Re decreases. However, as
Contributed by the Heat Transfer Division for publication in th®URNAL OF the RMF §trength is further mcrgased,cREeacheS a mm.lmum
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 23, 20038Nd then increases to values which are considerably higher than
revision received December 2, 2003. Associate Editor: V. Prasad. the Re, without an RMF. This stabilization emerges once the
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azimuthal velocity produced by the RMF becomes large enou@h Problem Formulation
that the coupling of the radial convection of angular momentum
and the centrifugal force due to the azimuthal velocity can signifg’ir

cantly alter the base-flow thgrmocaplllary .corlwe.ct!on. creases linearly with increasing temperature. We use cylindrical
For the FZ process, the azimuthal velocity is limited by the fa‘f:toordinates (,6,2) with the z axis along the centerline of the

that the associated centrifugal force can overwhelm the Surfatg}?indrical melt zone, with the origin at the center of the melt, and
tension, breaking the liquid bridge. In the FZ process, the angul

- With the unit vectors ,5,2 . We normalizer and z with R, the

velocides of the crystal and fe.e.d rod Se'd"’.“ excee_d 30 rpm br%fdius of the melt zoﬁne, ;nd we assume that the axial distance

cause of the free-surface stability. An RMF is also limited by th etween the two liquid-solid interfaces iR2 because the height

same constraint. For terrestrial FZ processes, the feed rod 30%iameter ratio of the melt zone in the actual FZ process is

crystal are often rotated with different angular velocities and i enerally close to one.

opposite azimuthal directions. However, for the future ISS expe “The dimensionless governing equations are

ments, the crystal and feed rod will both be clamped inside a

sealed ampoule, so that only rotation with the same angular ve- N -,

locity and in the same azimuthal direction will be possible. =i F(v-V)v=—Vp+Tmf,0+V7y, (12)
The purpose of this paper is to investigate whether combining

rotation of the crystal and feed rod with an RMF can provide more V.v=0, (1b)

stabilization of the thermocapillary convection than an RMF

alone, given the constraint that the azimuthal velocity cannot ex- ﬂJrV,VT: Prly2T (1c)

ceed a certain value. If we initially apply an RMF which leads to at '

the maximum allowable azimuthal velocity, the rotation of therhe dimensionless variablésv, p, andT are time, the melt ve-
crystal and feed rod in the same direction would mean that }e P, '

We assume that all the thermophysical properties of the melt
e uniform and constant, except the surface tension, which de-

strength of the RMF must be reduced to prevent increasing t00|ty, the melt pressure and the deviation of the melt temperature

e RS ,
azimuthal velocity. Thus rotation in the same direction as t om th? S?“d'f'catlon temperat_ure, each _norma}llzedeilv,
RMF means reducing the stabilizing effects of the RMF, so it i& R P7“/R", and AT)., respectively. The d|men5|02nltiss param-
not promising. On the other hand, applying an RMF in the azf{€'S here are the magnetic Taylor number=aomwB“R"/2p 7,
muthal direction opposite to that of the crystal and feed-rod rot?-nd the Prandtl number, Pv/x, wherev, p, o, and « are the

. ' L : : Kinematic viscosity, density, electrical conductivity, and thermal
tion might have significant effects on the thermocapillary mStabldiffusivity of the melt, while (\T). is a characteristic temperature

fty without exceeding the azimuthal velocity limit I‘D’Gforedifference, and is the magnetic flux density of the RMF. Assum-

besinning this reseach, e dntfedareason why s como e e e e
mig ; 9 . Y 9 'od are negligible, the dimensionless azimuthal body force due to

stabilizing. Rotating the crystal and feed rod in the opposite fe RMF[8] is

rection from the RMF will decrease the average angular momen-

tum. If the stabilizing effect of the RMF arises primarily from the * Jy(Ayr)coshiAnz)
radial convection of a strong angular momentum, then opposite f9=r722 > , 2
rotation might be destabilizing. On the other hand, with rotation of N=1 (A= 1)Ja(An)coshiy)

the crystal and feed rod to produce the maximum allowable aginere J, is the Bessel function of the first kind arkdh order,
muthal velocity at the liquid-solid interfaces and with the RMRypile ) are the roots of\yJo(Ay) —J1(Ay) =0. Equation(2)
braking this angular velocity and possibly producing an azimuthghmes from a separation-of-variables solution for the electric po-
velocity in the opposite direction near the plane midway betweg@ntial function with the assumption that the melt velocity is much
these interfaces, the axial variation of the centrifugal force due [@ss tharwR. The characteristic equation fag, comes from the

the azimuthal velocity drives two steady, axisymmetric meridionabndition that the radial electric current is zero at the free surface
circulations with radially outward flow near the liquid-solid inter-agtr =1 [8].

faces and with radially inward flow near the plane midway be- We assume that the radiant heat flux into the free surface varies
tween these interfaces. These circulations tend to cancel the thgtrabolically from a maximung,,,,, at z=0 to zero at the liquid-
mocapillary convection. Since the thermocapillary instabilitgolid interfaces at= +1 [4], and we useAT).= R nax/k for the
arises from the large radial gradient of the axial velocity near theharacteristic temperature difference, whkiie the thermal con-
free surface[3], the cancelation of part of the thermocapillaryductivity of the melt. Therefore the boundary conditions atl
convection might be stabilizing. The objective of this paper is tare

determine whether the destabilizing effects of reduced average

angular momentum or the s_tabilizing effe_cts c_)f cancelin_g_ part of v, =0, av”—vﬁ Reizo, (3a,b)
the thermocapillary convection dominate in this competition. ar a0

An alternative to a linear stability analysis is the time integra-
tion of the full three-dimensional governing equations. Time inte- & + Rei -0 ﬂ —1—22 (3c,d)
grations of the full equations were presented by Rupp €tdl. ar gz oor ' '

and by Fischer et a[5] for the thermocapillary instability in the

FZ process without and with an RMF, respectively. Linear stabimhelre Re=(~g/dT)(AT}R/p»” is the Reynolds number for the

base flow. .Recently I___evenstam_ et prese_nted_the pre_dictions convection is equal to PrRe. The temperature term in (Bh)
of both a linear stability analysis and of a time integration of thﬂrops out for the axisymmetric base flow, but it is important for

full three-dimensional equations for the thermocapillary instability, nonaxisymmetric perturbation. The boundary conditiors at
in the FZ process, and they showed that there was good agreement '

between the results. This indicates that the present linear Stabiﬁﬂé_yio?égvﬁurzf)e: foro tﬁgdgrilstlzle%;dwpeeerg-i% rgfﬁ/gn'svmﬁ the
analysis gives accurate results for the primary transition fromaq'lgular velocity().

steady axisymmetric flow to a periodic nonaxisymmetric flow.
Many of the papers on the FZ process with an RMF were re-

viewed by Dold and Beng7]. v, =v,0(r,z) +eRealv,(r,z)expAt—im6)]. (4)

For each variable, , vy, v,, p, andT, we introduce the form
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Fig. 2 Base-flow streamlines for Tm=0, Ren=150 and Re,
=3651.9: ¢y=2.0k for k=0 to 7 and y=—0.2k, for k=11to 5

that the representation for each variable has the correct Taylor
series inr, e.g., the Taylor series af, has only even powers of
beginning withr2. We apply the governing equations and bound-
ary conditions at the Gauss-Lobatto collocation points. We solve
4007 the nonlinear, algebraic equations for the coefficients in the
+ Chebyshev-polynomial representations using the Newton-
1 Raphson methof®].

Since the base flow is symmetric iy we need only treat O
<z<1 for the small perturbations as long as we consider both

300t A2 symmetric and antisymmetric modes. For a symmetric moge,
T vy, P1, and T, are even functions of, while v,; is an odd
?‘I 4 function ofz, thus matching the symmetry of the base flow. For an

antisymmetric modey, 1, vy, P1, andT, are odd functions of,
while v, is an even function of. The small-perturbation bound-
ary value problem fom=0 is different and simpler compared to
that for m=1, so that we treat four perturbation cases: namely
T symmetric and antisymmetric modes with=0 and m=1. We
1 represent each perturbation variable as a sum of Chebyshev poly-
100 L nomials inr andz, and again we insure that each representation
Al has the correct Taylor series expansion, e.g., the Taylor series for
vy for m=1 has the powers(™ 3, (MY (M3 = The
linear perturbation equations and boundary conditions are applied
. at the Gauss-Lobatto collocation points to obtain a linear, matrix
<A2 . . . :
0 ¥ f t f ; } | eigenvalue problem. The eigenvalues are obtained with subrou-
° 50 Re, 100 150 tines from the EISPACK library of FORTRAN cod¢s0].

(b) For each set of values for Pr, Tm, lReand Re, we first used
the Newton-Raphson iteration to find the steady, axisymmetric
base flow, and then we used the EISPACK subroutines to find the
eigenvalues for the symmetric and antisymmetric perturbation
modes foom=0 to 4. For each set of values for Pr,[Reand Tm,
we increased Re until one eigenvalue for one mode g€ O,
while all the other eigenvalues for this mode and for all the other
The subscript 0 denotes the variables for the steady, axisymmetriodes had\ gr<0. This defines the critical value of the Reynolds
base flow, the subscript 1 denotes the complex modal functiom&imber for the thermocapillary convection Rand the dimen-
such ag g +iv,y, for the smallO(e) perturbation in the linear sionless frequency, of the critical mode for a given material
stability analysish =\g+i\, is the complex eigenvalue, andis  represented by Pr, for a given angular velocity for the crystal and

Fig. 1 Critical mode results for rotation of the crystal and feed
rod without a rotating magnetic field: (a) Re,, versus Re o ; and
(b) A, versus Re o

the real, integer azimuthal wave number. feed rod represented by Reand for a given RMF strength rep-
For the base flow, we introduce the stream functiyyir,z), resented byrm.
where
Resul
1 o 1 0 3 Results . )
V=T 5y Vo= T o (5a,b) We only present results for P0.02, corresponding to silicon.

In order to validate our code, we first treated the “half-zone”

We eliminatep, by cross-differentiating the andz components problem, which has been treated in a number of previous papers.
of the momentum equatiofia) for the steady, axisymmetric baseFor the half-zone problem, the geometry is the same, but there is
flow. Sincev 4o and T, are even functions o, while s is an odd no heat transfer across the cylindrical free surface and the two
function of z, we need only treat©z<1 for the base flow with liquid-solid interfaces are at different temperatures, so that the
symmetry conditions az=0. We represent each base-flow varifree surface temperature varies from a maximum at the hotter
able by a sum of Chebyshev polynomialsiandz, and we insure interface to a minimum at the colder interface. We consider the
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Fig. 4 Base-flow streamlines for Re (=100, Tm=-—5500 and
Re.=2472.7: y=2.0k, for k=0 to 8

An antisymmetricm=1 mode represents a transition to a flow
+ with a primary transverse vortex about a straight centerline along
some diameter in the=0 plane. Rupp et al4] found thism

240 1 =1 antisymmetric transition to a transverse vortex with a much
weaker secondary opposite vortex near one side of each liquid-
solid interface. Without an RMF, they found that this pattern is
T stationary §,=0). With an RMF, Fischer et al5] found that this
pattern rotates in the azimuthal direction of the RMF, and they
suggested that this pattern is simply convected with the azimuthal

160 1 velocity produced by the RMF. An antisymmetno=2 mode
! leads to a flow with two opposite vortices about parabolic center-
A lines in thez=0 plane and extending from the free surface at
IT 0==+mx/4 through the melt and back to the free surface at

0==*+3m/4. Again the pattern rotates in the azimuthal direction if
there is any azimuthal base-flow velocity. The value,R&75
corresponds to the kinematic viscosity of molten silicon, a diam-
eter of 10 mm and rotation at 23.4 rpm. Dold et @] grew
silicon crystals with 8—14 mm diameters. The effects op, Ré
T rotation alone are very similar to those of an RMF al¢g¢ As
A2 Re, is increased from zero, the antisymmeimie=2 mode is sta-
bilized until the transition to an antisymmetrio=1 mode at
Ot Rey,=4.724 and Rg=1603.4, while\, abruptly increases from
11.67 to 25.07 at this switch of modes. As Riecreases from
S2 4.724, Re, decreases to a minimum of 995.0 atJRe30.0 and
then begins to increase. At Re93.3 and Rg=2282, there is a
switch from the antisymmetrim=1 mode back to the antisym-
metric m=2 mode, while\, abruptly increases from 138.8 to
-EDO —t—t 2!0005 — 2000 L — 226.2 at this switch of modes. At Re175, Rg,=4819.3 and
=Tm N\ =417.59. The Rg exceeds 1547.6 when Re65, so that ro-
(b) tation is stabilizing for Rg>65. From Eq.(4), the dimensionless
Fig. 3 Critical mode results versus —Tm for Re o=100; (a) angular velocity of _the crltlcz_al disturbanceXs/m. For both the
Re,, versus —Tm: and (b) A, versus —Tm m=1 andm=2 antisymmetric modes\(/m)>Re,, so that the
critical disturbance propagates in the direction of the crystal and
feed-rod rotation with an angular velocity which is greater than
The difference is larger for then=1 mode than for then=2
half-zone problem with an axial distance between the liquid-solidode. For then=1 mode, the ratioX, /m Re,) decreases from
interfaces equal t&®, with no RMF Tm=0), with no crystal or 5.3 at Rg=4.724 to 1.49 at Rg=93.3. For then=2 mode, this
feed-rod rotation (Rg=0), and with Pr=0.02. For this case, ourratio is roughly 1.2 for both Rg<4.724 and 93.3Re;<175. The
code gives Rg=2059, withm=2 and\,=0. Chen et al[11] fact that\,/m>Re, for both modes means that the perturbation
found that Rg=2054 and Wanschura et 48] found that Rg is not simply convected with the azimuthal velocity created by
=2062, both withm=2 and\,=0. system rotation. Instead the perturbation propagates in the azi-
For our FZ problem, we first consider the effects of crystal antiuthal direction because of a coupling between the centrifugal
feed-rod rotation without an RMFT(m=0). The values of Re force and the radial convection of angular momenf@h
and\, for Tm=0 and O<Re,<175 are presented in Fig. 1. Here An azimuthal base-flow velocity opposes radial velocities
the critical mode is always an antisymmetric mode with eithehrough the Taylor-column effect, i.e., an inward radial convection
m=1 or m=2, denoted by Al and A2, respectively. The meridiof angular momentum causes the logg{ to increase, leading to
onal base flow consists of two opposite toroidal vortices withn increase of the radially outward centrifugal force opposing the
circular centerlines at some radius and at symmetric values ofinward velocity. FofTm =Re,=0, the meridional thermocapillary

80 1 Al
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Fig. 6 Base-flow results for Re =175, Tm=—7000 and Re,,
=2297: (a) Streamlines for meridional flow: 0=2.0k, for k=0
to 7 and y=—0.1k, for k=1 to 5; and (b) Lines of constant
azimuthal velocity: v4=20k, k=0to 8 and vgy=—10k, k=1to 7

A3 streamlines for Tm0, Re,=150 and Rg=3651.9 are presented
in Fig. 2. Here—1.14<y,<15.72, so that the secondary clock-

I wise circulation is more than an order of magnitude smaller than
=75 — the primary counterclockwise circulation driven by the surface
0 3000 ~Tm 6000 ¢ : . _ . . .

ension variation at =1. The counterclockwise circulation for
b < 0.2 is more than an order of magnitude smaller than the second-
Fig. 5 Critical mode results for Re ¢=175: (a) Re, versus ary circulation.
—Tm; and (b) N, versus —Tm The mechanism which might make the combination of an RMF
and system rotation more stabilizing than an RMF or rotation
convection for G=z=<1 is a single counterclockwise circulationalone is the partial cancelation of the thermocapillary convection
occupying most of &sr<1. As Reg, is increased from zero, the when the rotation of the feed rod and crystal produce the largest
Taylor-column effect opposes any radially inward flow, so that thengular velocity at the liquid-solid interfaces, while the RMF in
meridional circulation is pushed toward the free surface, while tlike opposite direction brakes the angular momentum, leading to a
center of this circulation moves axially towam=1 where the small or negative azimuthal velocity near 0. Therefore, we
free-surface temperature gradient is largest. At roughly=FR#0, a consider two relatively large values of Revith Tm decreasing
second clockwise meridional circulation foz<1 appears near from zero to negative values corresponding to an RMF in the
r=z=0. This secondary circulation is driven by viscous sheampposite azimuthal direction.
from the primary circulation and by the axial variation of the The values of Rg and\, for Re,=100 and—5500<Tm <0
centrifugal force created by the radial convection of angular mase presented in Fig. 3. As Tm is decreased from zero, the addition
mentum by the primary counterclockwise circulation. AszRe of the RMF is clearly destabilizing. For the antisymmetrie- 2
increased further, the primary counterclockwise circulation imode, Rg decreases from 2417.5 at B0 to 2030.6 atTm
pushed more toward the free surface, and the secondary clockwise 625, where the mode switches to an antisymmeitnie 1
circulation grows in magnitude and extent. At roughly ;Re mode. As Tm decreases further, Réecreases to a minimum of
=120, a third counterclockwise circulation appears nearz  1245.1 at Tm=-1800. At=1 andz=0, v 4 first becomes nega-
=0, although this third circulation is very small. The base-floviive at Tm=—1200, so that Redoes not reach its minimum until
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the RMF has become strong enough to produce reverse azimuthal Conclusions
flow nearz=0. There is a switch back to the antisymmetnic

=2 mode at Tm=-2604 and Re1696.3. After this mode
switch, Re, decreases again, reaching a minimum of 1483.6
Tm=-3250. As Tm decreases from3250, Re, increases for
monotonically as the magnitude and extent of the negative a
muthal velocity both increase. There is switch from the antisy!

The results presented here show that combining an RMF in one
azimuthal direction with rotation of the crystal and feed rod in the
posite azimuthal direction leads to a thermocapillary instability

a smaller free-surface temperature difference than would be
rTeﬁln'e case for either the rotation or the RMF alone. This indicates
. . hat the stabilizing effects of canceling part of the thermocapillary
metricm=2 mode to the symmetrim=2 mode at Tm=—3797 ., ection are overwhelmed by the destabilizing effects of reduc-
and Re=1634. At Tm=—5500, Rg=2472.7 for the symmetric ;i the average angular momentum. The partial cancelation of the

m=2 mode, so that we have roughly returned to the, R&normocapillary convection does occur. ForgRe.00, the maxi-
=2417.5 for Tm=0. The value of, decreases as Tm is decreaseq, ,, valupe OleO decreases from 13.14.for T?no to z; minimum

from zero, except for a small increase just before the switch frog} g 35 4t Tm=—1600 when ;= —18.8 atr=1 andz=0, and

the antisymmetrion=1 mode to the antisymmetrim=2 mode. qn increases to 16.18 for Fm-5500. For Rg=175, the maxi-

At roughly Tm=—-3030,\, becomes negative, so that the criticaﬁnum value ofi, decreases from 18.9 for Ta0 to a minimum of
disturbance is propagating in the direction of the RMF rather thay\43 for Tm=—3500 when so=—47.8 atr=1 andz=0, and

in the direction of the system rotation. For (€100, the extent hen increases to 14.4 for T-7000. However the destabilizing
and magnitude of the secondary clockwise meridional base-floWects of the reduction of the average angular momentum are far
circulation forz>0 decreases as Tm is decreased from zero. TGaater than the stabilizing effects of the partial cancelation of the
base-flow streamlines for RBe-100, Tm=-5500 and Re thermocapillary convection, so that this combination is not
=2472.7 are plotted in Fig. 4. The secondary circulation is Velyanefical.

weak and is confined to a very small region neat0, z=1, while Dold et al.[1] attributed the beneficial effects of the RMF to
the primary counterclockwise circulation closely resembles thgfe increase of the frequency of the critical disturbance as the
for Tm=Re,=0. For Rg=100 and Tm=-5500,-98.3<v90 magnitude of Tm was increased. For both,R400 and Rg
=100.0, so that the RMF has produced a reverse azimuthal ve175, the addition of the RMF in the opposite azimuthal direction
locity with nearly_the same maximum magnltud_e as that driven Ryecreases the value »f . Therefore combining an RMF and sys-
the system rotation. The RMF produces an azimuthal body forggm rotation in opposite azimuthal directions is also a bad idea
which is distributed over the entire domain, while the effects fecause the frequency of the critical disturbance is less than that
the system rotation arise from the viscous shear stresses at fff{eeither the RMF or system rotation alone.

||qu|d-SO||d interfaces. At the relatively Iarge values OfCRahe Here we have 0n|y presented results foe=Pr02, Correspond_
effects of the viscous shear stresses at the liquid-solid interfaggg to molten silicon. There are important variations of the ther-
do not extend far into the liquid, so that the RMF has a largerocapillary instability as Pr is varied over the small values for
effect than the system rotation. For (2e100, Tm=—5500 and various semiconductorgs]. However the basic conclusion that

Re,=2472.7, thev 4o=0 line extends fronz=0.97 atr=1.0 to  combining rotating magnetic field and rotating system is not ben-
z=0.86 atr=0.5, and then drops t»=0.28 atr =0.0. This drop eficial is certainly true for all molten semiconductors.

nearr =0 arises from the local downward convection of the posi-
tive angular momentum produced by the rotating solidatl. Acknowledgment
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The force required to draw a polymer preform into optical fiber is predicted and mea-
sured, along with the resultant free surface shape of the polymer, as it is heated in an
enclosed cylindrical furnace. The draw force is a function of the highly temperature
dependent polymer viscosity. Therefore accurate prediction of the draw force relies criti-
cally on the predicted heat transfer within the furnace. In this investigation, FIDAP was
used to solve the full axi-symmetric conjugate problem, including natural convection,
thermal radiation, and prediction of the polymer free surface. Measured and predicted
shapes of the polymer free surface compared well for a range of preform diameters, draw
speeds, and furnace temperatures. The predicted draw forces were typically within 20% of
the experimentally measured values, with the draw force being very sensitive to both the
furnace wall temperature and to the feed rate of the polyi@®l: 10.1115/1.1677420
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pr dz

Introduction du 6mu dr
2

. . . F=3uA—
In this paper we examine the force required to draw polymer 3u dz

optical fiber(POF). POF is manufactured by heating a preform via

radiative and convective heat transfer within a cylindrical furnace gyajyating the draw force in Eq2) requires accurate predic-

enclosure(Fig. 1). A preform, of diameteD, is fed at a constant tjon of the highly temperature dependent polymer or glass viscos-
velocity (V;) into the furnace where its viscosity drops by severaly Therefore, a thorough understanding of the heat transfer
orders of magnitude when heated. The preform necks-down to {fjghin the furnace environment is needed. Furthermore, the heat
final fiber diameter ¢) due to an applied draw forcé}. The yansfer and draw force depend on the shape of the necking pre-
fiber then exits the furnace at a constant draw velodity) (Un-  form (dr/dz). The shape of the necking preform is in turn depen-
der steady-state conditions, the fiber diameter @& gent on the polymer viscosity, thus creating a highly coupled
=D(V,/V)° o _ problem.

The exerted draw force affects both the viability of fiber draw- Early predictions of the free surface shape involved many sim-
ing and the quality of the final fiber. If the draw force exceeds tr‘gifying assumptions. Paek and Ruf¥ predicted the neck-down
ultimate yield strength of the polymer the fiber will break. Altershape of glass optical preforms using a radially lumped tempera-
natively, if the draw force is too lowi.e., the polymer viscosity is ture and velocity approximation. The free-surface shape was cal-
too low) the fiber may “glob” causing detrimental variations incylated via a segregated method and the predicted free-surface
the fiber diametef1]. Jiang et al[2] have shown that the draw profiles compared well to experimental values obtained from
force Can also affect both the fiber’s mechanical pI‘Ope(BGSh ] quenched preformsl Roy Choudhury’ Ja|uria’ and [Ee:arried
as tensile strength and ductilitynd the degree of polymer chaingyt a more sophisticated treatment of the problem and solved the
alignment, which can cause orientational birefringence. fully conjugate problem calculating the full flow and temperature

Most investigations to date have focused on glass fiber drawifig|ds in both the necking preform and surrounding gas. When
One of the earliest investigations was by Glicksri@fwho stud- solving the free surface they radially lumped the velocity and
ied the dynamics of a glass melt. Using a number of simplifyingalculated the free surface shape using a segregated solution
assumptions, including the small-slope approximatiar/§z method.
<0.1), he developed the following one-dimensional momentum Radiation is the principle mode of heating in both glass optical
equation: fiber drawing[6] and polymer fiber drawin§7]. In particular, the
high processing temperatures common in glass fiber manufacture

o .
i M = i _ _Gm'“ ﬂ +a 2 (~2200°C) have prompted considerable investigation into the ra-
> yr cosé |+ wpgr .2 o h
dz\ mpr dz pr dz diative heat transfer phenomena within the furnace environment.

Lee and Jalurig6] found that the net enclosure method was nec-
— 2T, COSH (1)

essary for modeling the thermal radiation in order to correctly

The term on the left hand side represents the change in ax@&count for the self-viewing experienced by the furnace wall,
momentum of an infinitesimally small element as it travels dowrfvhich effectively increases the furnace wall’s irradiance. Yin and
ward. This change in momentum is the result of the net viscoutlUrial8] examined the assumptions commonly used in radiative
surface tension, weight, and air resistance forces. The draw fofg@deling(such as the Rosseland and optically thick approxima-
is given by the expression within the square brackets. The effdt@ns) by employing the zonal method. The optically thick ap-

of surface tension is often neglected and the following equivalepfoximation was found to be valid for small radial temperature
term is more commonly usedd,5]: variations within glass preforms. Finally, more recent work by Liu

et al.[9] showed that assuming the interface behaved as a Fresnel
Contributed by the Heat Transfer Division for publication in tt®UBNAL OF surface did not result in SUbStantla"y different preform tempera-

HEAT TRANSFER Manuscript received by the Heat Transfer Division June 26, 2003Ures from those predicted using the diffuse surface assumption.
revision received November 24, 2003. Associate Editor: P. M. Ligrani. Considerably less investigation has focused on modeling the
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SYIVINS 22 L X0 gation of Papamichael, Pellon, and Miaoyli$]who experimen-

Preform 1 tally visualized the natural convection flow patterns within an

Top “‘S\A - open-ended cylindrical glass optical fiber tube heater, using water
as the working fluid. We have shown in previous work that natural
! convection accounts for up to 50% of the initial heating of sta-

tionary polymer preformg7,14]. More importantly we have
shown that during fiber drawing the natural convection circulation

Air Neck-down within the furnace can become unstaplé]. In particular, as the
\\ - Rezion buoyant potential within the furnace is increased the airflow can
[~ transition from a laminaftime-invariant)regime to an oscillatory
or chaotic regime. The unsteady heating characteristic of these
H latter two regimes causes detrimental fiber diameter variations.

This study describes the first reported numerical investigation
of the steady-state heat and mass transfer phenomena associated
with polymer preform drawing. Our goals are to understand the

Furnace nature of the buoyancy driven circulation within the furnace, to
quantify the amount of heating due to natural convection and ther-
mal radiation, and to predict the steady-state neck-down profile
and the required draw force. This study also compares experimen-

N tal measurements of the draw force and neck down profile with
e numerical predictions. To date there has been a conspicuous ab-
& Bottom Iris sence of experimental data and very little sensitivity analysis of
Lo Drameter numerical predictions. We therefore briefly comment on the chal-
auge ~ . . .o
A 0 0 lenges associated with accurately predicting the draw force.

Load Cell
Experimental System and Procedure
Tension

Gauge ol Our experimental system is shown in Fig. 1. The furnace has a
L height (H) of 0.39 m (15.8) and an inner diameter of 0.064 m
(2.5"). It was capped at both ends by irises that allowed the poly-
mer to enter and exit but effectively prohibited bulk airflow into or
out of the furnace. An extruded PMMA preform was fed through
the top iris by a stepper motor at a specified feed velodity) (
Fiber exited the furnace through a 1.6 mm diameter hole in the
bottom iris. The fiber diameter was not actively controlled and the
radiative heat transfer of Pdiyiethyl methacrylate(PMMA), the draw speed ;) was held constant. The temperatures of the fur-
polymer studied in this paper. SaJa0] does report values of nace wall and irises were recorded by 15 type K thermocouples
emissivity in the range of 0.6—0.8 for wavelengths between 2agcurate to+0.5°C (see Fig. 1 for locations). These measure-
and 13 um. However, the fact that the radiative properties ofments were used to specify the thermal boundary conditions in the
PMMA (chemically (GHgO,),) are highly wavelength depen- numerical model. The furnace wall temperature profile was held
dent[11] due to the many vibrational modes of PMMA's bondsonstant during drawing by a proportional controller. The operat-
further complicates matters. For example, there are many hitji} conditions for four experiment&1 through E4are shown in
absorptivity peaks around the 10n region due to the excitation Table 1.
of the C—H, C—0O—C, and C=0 bending frequencies, and this The fiber diameter was monitored 10 cm below the bottom iris
region also corresponds to the twisting frequencies of the metH3y & laser diameter gauge. Steady-state was assumed to have been
and ethyl group$12]. In addition to regions of high absorptivity, reached when the furnace wall temperatures remained constant for
PMMA also exhibits the low reflectivity common among nonmore than 30 minutes and the measured fiber diameter satisfied
metallic substanceEl3]. Due to insufficient radiative propertiesthe conservation of mass requirements = D(Vp/Vf)°-5). Fur-
for PMMA, we conducted experiments in which PMMA preformgher downstream the fiber passed over a load cell and the resultant
with various surface treatments were heated within our furnaferce was measured. To reduce bias errors in the draw force mea-
[14]. Thermocouple readings within the preforms indicated thatrement, the load cell was calibrated with a known weigt
unaltered PMMA preforms heat at a rate identical to those paintadthin 1x107° N) before each fiber draw. The estimated 95%
black, even when experiencing large internal temperature gradincertainty limit for the draw force measurements is approxi-
ents. Furthermore, complementary numerical calculations demanately = 0.02 N.
strated that the thermal radiation heat transfer can be accuratehifter drawing was completed, the preform was removed from
predicted by assuming that all of the radiation exchange occurstla¢ furnace and rapidly quenched. The axial radius profile was
the surface of the preform. then measured at 5 mm intervals. The radius profiles from three
Because most glass optical fiber drawing systems utilize tigentical experimental rungfor case El)exhibited an average
forced convection of gas, there has been little investigation of tseandard deviation of 0.04 mfi.5%). The 95% uncertainty limit
role that natural convection plays. One exception was the investi-the radius profile is estimated &t0.1 mm.

E

Fig. 1 The fiber drawing system. (The numerical domain is
outlined in bold and all thermocouple locations are denoted
with a * X))

Table 1 Experimental parameters

Operating Conditions E1l E2 E3 E4 Uncertairty)
Draw speed ¥;) cm/s 10 20 5 10 0.2%
Feed speed\(,) um/s 25 50 12.5 11 1.0%
Preform dia. D) mm 25.4 25.4 25.4 38.1 0.4
Max wall temp (T,,) °C 168.8 189.7 168.8 169.0 0.5
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Mathematical Model Along the furnace wall(=R,,, 0<z<H)

In this study, the steady-state axi-symmetric conjugate problem U=v=0, T=Ty(2)
is solved. This investigation is therefore limited to conditions for ' W
which natural convection heat transfer is in the laminar regimghere T, (z) is given by a cubic piecewise spline fitted to the
[16] The numerical domain includes both the air and the p0|ym@f(perimenta”y measured wall temperatures.
and it extends one preform diameter above the tofsee Fig. 1).  Along the axis of symmetryr(=0, —D<z<H)

Governing Equations. The conservation of mass in cylindri-

: . < = <
cal coordinates is represented by uf<e, v=0, |T|<e

1 d(prv)  a(pu) At the radial surface of the preform located above the furnace
T e =0 (3) cavity and adjacent to the top iris € R,, —0.32D<z=0)
The momentum equations in the radial and axial directions are, U=V -0 ﬂ _ & T-T
: =Vp, UV=U, = ( t)
respectively, ar k
AL £+ R where the overall heat transfer coefficientis=30 W/n?K. This
P\Yar Jz o az\Hlar T oz value accounts for heat transferred from the top iris to the adjacent
preform via two parallel paths: one through the thin separating air
N 19 2 rﬂ_v _ 2uv @ gap, the other through a rubber “O”-ring used to seal the top iris
roor | M ar r2 [20].
d At the radial surface of the preform located above the furnace
an cavity and adjacent to the ambient air<R,, —D<z
u, o o ou 19 o =—0.32D)
P\ T2 T a2 oz T ar "M ar Tz JT h.
=V =0, —=-—(T-T,
+pg 5) u=Vp, v=0, or="p (T Tx)
The energy equation is where the convective heat transfer coefficient js= 10 W/n?K,

"~ oz

aT (ﬂ—) (7( (ﬂ—) 19 oT an appropriate value for natural convection from a vertical surface
ror (

pC (v—+u— — kr—) +® (6) [20], andT..=23°C.
Plior "z 9z ar At the top of the preform4=—D, 0<r<Rj)
where® represents the viscous dissipation function

AR
—| +|=] +|l=] |+
ar r 0z _ N _
. i ) whereUy, is an overall heat transfer coefficient equivalent to the
All air properties are considered temperature depenflBAl  heat |ost through the base of an infinitely long fin
The air density is assumed to vary as
p=pol1-B(T-To)] ™ _ L\ [A0=K

Usin=
D
where p,=0.995 kg/mi, 8=0.0023 K, and T,=350 K. The
valuesc,, k, andu were interpolated from the tabulated values imt the fiber exit g=H, 0<r<R;) the draw speed is specified

dT Uy,

v du 2] u=Vy, ©v=0, —=—-=(T-T.)

—
Jar oz

(I)=/L{2

[18]. and the thermal field is assumed to be dominated by convection
The thermophysical properties of PMMA are as follows;

=1195 kg/nt; c,=1465 J/kg.K; k=0.193 W/nfK. The poly- aT

mer’s zero-shear viscosity was measured experimentally and a u=Vi, v=0, EZO

best-fit equation was obtained
In the gap between the fiber and the bottom igs=H, R;=<r

l =
= - <R,)
w=1.506x10° exp[ 2935( T 00 c) N.s/n? (8) 9
To prevent possible computational instabilities caused by the pres- ﬂ_u =0, v=0, ﬂ =0
ence of very large values of the polymer viscosfyr example at 9z Iz

room temperature Eq8) gives u~10°% kg/m.s) [19], the poly-

mer viscosity is held constant for temperatures below 109°C At the interface between the air and the polymer, flow normal to

the interface is prohibited and the no-slip condition is applied.
w=2.3x10° N.s/n? for T<109°C (9) Furthermore, the contribution of surface tensiohis assumed to
be negligible and the continuity of the normal and shear stresses is

For 1a” cases studied the polymer's shear rate did not exceg@intained. Temperature continuity is also satisfied at the inter-
2 s . For this reason the polymer’s viscosity model has no shegjce and the energy balance gives

dependence. In addition, all elastic effects are assumed to occur

below the neck-down region and are therefore neglected. kgT kaT
gR— + =k —|
Boundary Conditions. The boundary conditions are as fol- onj, d an
lows:
At the bottom iris ¢=H, Ry<r<R,) The net radiative method for enclosuf@di ] was used to cal-
culate the thermal radiative heat flug)(experienced by the poly-
u=v=0, T=T, mer surface. The furnace enclosure and polymer were assumed to
At the top iris ¢=0, 0.5D<r<R,) be opti(_:al_ly thick with gray surfaces. The air did not participate i_n
W the radiation exchange. For each elemental surface the following
u=v=0, T=T, equation applies:
238 / Vol. 126, APRIL 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



N

q,—=_21 (84— Fip)aTl  (10)
<

>

=1

_Fk .
) -1
€j €j

5|<j 1_8J:|

The furnace wall was assigned a total hemispherical emissivity
of 0.75[22]. The iriseqwhich were painted blagkand the poly-
mer were assigned values of 0.8B4]. The lower gap in the air
domain was assigned an emissivity of unity and a reference tem-
perature that was equal to the ambient temperature. Therefore, all
outgoing radiation through this surface is absorbed by the external
environment, while all incoming radiation through this surface is
emitted at the ambient temperature.

Numerical Solution Procedure

This is a highly coupled nonlinear problem due to the effects of
thermal radiation, temperature dependent viscosity, buoyancy, and
a free surface. The commercial finite element code FIDAP v8.7
was used to solve the velocity and temperature fields, which were
represented as continuous, bi-quadratic polynomials within ele-
ments. The pressure was represented as a linear polynomial tha
was discontinuous across element boundafi&3]. The free-
surface location was represented as a continuous quadratic poly-
nomial, with nodes adjacent to the interface being displaced using
the method of spinef24]. The view factors K, ;) used in Eq.

(10) were evaluated using the HEMICUBE methp@5]. The
summation of view factors for each surface was withix B ©
of unity.

The mesh had a total of 1274 9-noded quadrilateral elements
and 5295 node§l69 nodes along the free surface and 31 in the
radial direction). The mesh was graded to provide higher resolu-
tion near the irises, free-surface, and furnace wall. The polymer
surface and furnace wall were divided into 60 radiating macro-
elements eackapproximately one per free surface elememhe
top and bottom irises and the air gap were each represented by on¢
macro-element.

FIDAP’s upwinding option was not utilized and our results in-
dicate that any numerical diffusion inherent in the numerical
scheme does not damp out secondary convective f[@&% In
particular, we used FIDAP to successfully predict the secondary
multi-cellular flows observed by Vest and Arp&2i7]. Also, select
results of Le Quee and Peheux’s work[28], concerning natural
convection oscillations within a tall annulus, were reproduc
with excellent agreement.

Due to the complex nature of this problem it was solved incre-
mentally, with the fully coupled Newton-Raphson method used at . .
each step. First, the flow field within the polymer was solveheref; andf. are some solution norm for the fine and coarse
using a fixed free surface shagelinear piece-wise initial guess 9rids, respectivelyr represents the ratio of grid densities, gnd
Second, the full heat transfer problem was solved with the fré@Presents the order-of-accuracy of the method. The maximum
surface still held fixed. Third, the free surface shape was calc@esolute difference in the predicted free surface radius profile be-
lated simultaneously with all other degrees of freedom using thween the two grids was 0.15 m(i.8%; r=1.62; p=2; GClI
solution to the previous step as the initial guess. Obtaining com-8-8%). The maximum difference in the polymer temperature
vergence in this final step required considerable under-relaxatiBigdicted on the axis for the two grids was 0.2(@1%). The
(0.003) of all of the degrees of freedom due to the considerapfFaw force is the most |mportant.var|able of interest and varied by
coupling and mesh deformation. For this study the solution w&8ly 0.02 N between the two grid2.2%; GCI=10.8%). When
considered converged when the tension and free surface predidfg®jnumber of radiating elements along the polymer surface and
at one iteration were within 1% and 5@m, respectively, of the furnace wall was reduced from 60 to 30 the predicted polymer

values reported after an additional 900 iterations were performé¥iS temperature varied by an average of 0.4802%). The
draw force changed by 0.056 (8%). This sensitivity of the draw

. . force to the number of radiating elements is due to the significant

Numerical Uncertainty contribution of thermal radiation and the polymer viscosity’s sen-
The model performed well under a number of self-consistensjtive dependence on temperature. Both issues will be discussed in

tests. The predicted free-surface was independent of the initiaé next section.

guess. Results were also compared to those obtained with a finer

mesh(13,901 nodesfor the conditions of case E1. The results oResults and Discussion

the refinement studies will be expressed in terms of the grid con-

vergence indexGCl) that is based on Richardson’s extrapolation Heat Transfer. Contour plots of the temperature and stream

ela'g. 2 Axial variation of the radiative and convective heat flux
experienced at the polymer’s surface for case E1

[29]. For a coarse grid: function for the drawing conditions of case E1 and E2 are shown
o in Fig. 2. For case E1 the peak wall temperature was located at
GCl :Sr (fe—fr) z/[H=0.15. As can be seen in Figs.&(and 3 the furnace wall
coarse £ (1—rP) temperature rapidly decreases in the lower three quarters of the
Journal of Heat Transfer APRIL 2004, Vol. 126 / 239
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Fig. 3 Numerically predicted contour plots of temperature (at  Fig. 4 Axial variation of the predicted polymer temperature (at
left in °C) and stream function (right) for (a) case E1 and (b) r=0) and the furnace wall temperature for cases E1 (V¢
case E =10cm/s) and E2 (V=20 cm/s)

furnace. The preform enters the numerical domais ¢ D) at

near ambient conditions. It experiences considerable heating in Nu=0.42 R&334 (11)

the zone above the top iris and in the upper region of the furnace.

However, below approximatelg/H=0.3 the polymer axis tem-  Given the significance of thermal radiation heat transfer in the

perature exceeds the adjacent wall temperature and the polymgper region of the furnace it is important to understand the de-

starts to cool. pendence of the numerical solution on the radiative properties of
Figure 2 shows that the free convection flow is divided into twthe polymer material and furnace wall. The effect of emissivity

cells. Particle image velocimetr§PIV) flow visualization con- can be illustrated by examining the equation for thermal radiation

ducted in a transparent model furnace confirms this bi-cellulagat transfer between two infinitely long, co-axial, and isothermal

flow pattern[16]. In the lower region of the furnace the fibercylinders

speed is high and the fiber is hot. This is because the heat gained

by the polymer in the upper region of the furnace has been ad- q;LW:seU(Tﬁ—Tﬁ,) 12)

vected downstream. The temperature difference between the hot _ o o

polymer and the cooler furnace region creates a weak convectiygere the effective emissivity,, is given by[20]

cell. The accelerating fiber does entrain some air due to the no slip

condition, but buoyancy forces dominate shear forces and this _ €p (13)
entrainment is limited to a thin boundary layer. The extent of the Ee gplp

lower cell is limited by the presence of an upper cell. This upper I+ )(1—8w)

cell is driven by the temperature difference between the hot fur- wow

nace wall and the cooler preform surface. Equation(13) shows that as the ratio of the preform radius to
For case E2 the feed speed is doubled and the peak wall t§fs wall radius approaches zero, the denominator approaches
perature is increased 20°C to prevent the fiber from breaking dyity and the radiative heat transfer has no dependence on the
to an excessive draw force. The increased preform feed spgggli's emissivity value(provided it is nonzerp This is because
reduces the polymer’s residence time resulting in less effectiyg wall experiences considerable self-viewing as the preform ra-
heating upstream of the furnace and a greater radial temperatyfigs approaches zero and therefore behaves as a blackbody re-
gradient within the polymer. This increased feed speed also caugggdiess of its emissivity, while any error in the assigned polymer
the polymer to progress further downstream before exceeding §@issivity has a direct effect on the calculated radiative heat trans-
local furnace wall temperatufsee Fig. 3). The larger temperatureer. This shows that the numerical solution has a greater sensitivity
difference between the furnace wall and the preform in the uppgy the preform’s emissivity than to that of the wall. For example,

region of the furnace promotes more vigorous circulation thagith a polymer emissivity of:,=0.96, a wall emissivity of,,
predicted in case El. Despite these differences the convectivey 75 4 preform radius ofp=25.4><10‘3 m. and an inner wall

flow patterns are qualitatively the same. . .radius ofr,,=64.0x10" 2 m, the preform’s effective emissivity is

%85, If the perform’s emissivity is decreased by 10% the effective

of the two convective cells is determined in part by the location %hissivity decreases by 9%. While, in contrast, if the wall's emis-
which the polymer temperature exceeds the adjacent wall te ity is decreased by 10% the effective emissivity is only de-
perature. For case E1 the polymer temperature exceeds the a 8ased by 4.5%.

cent wall temperature at approximatetyH=0.3. This corre-

sponds to the lower extremity of the upper cell. Likewise, for case Comparison With Experimental Results. The numerically

E2 the polymer temperature exceeds the adjacent wall temperaturedicted and experimentally measured free surface shapes for

at z7H=0.36, again corresponding to the lower extremity of thease E1 are shown in Fig. 5. Neglecting the polymer’s weight, the

upper cell. draw force (Eqg. (2)) remains constant along the length of the
Figure 4 shows the axial variation of the radiative and conveoecking polymer. Therefore, when the polymer is heated and its

tive heat fluxes experienced at the polymer’s free surface for cagscosity drops by several orders of magnitude there is a commen-

E1l. Consistent with the above discussion the polymer begins dorate increase in the polymer’s elongatioa., accelerationand

cool at approximately/H=0.3. Thermal radiation accounts forit necks down due to the conservation of mass constraint. In short,

approximately 70% of the polymer’s heating but only 15% of thtéhe greatest necking occurs in the vicinity of the polymer’s maxi-

polymer’s cooling. The increase in the convective heat flux in thmum temperature. The maximum difference between the numeri-

lower section of the furnacez{H>0.4) is due to the enhancedcally predicted and experimentally measured local free surface

cooling caused by the higher fiber speed. The predicted heat fladius profile was 0.7 mr{iLl8%) for case El(the average differ-

is in good qualitative agreement with the empirical Nu-Re relance was 0.23 mr(il1%)).

tionship found by Kase and Mats({i80] for co-axial flow alonga  As the feed rate is increased the polymer does not reach its

heated wire maximum temperature until further downstream, delaying the on-
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Table 2 Summary of draw force  (N) comparisons

Initial Guess
Numerical Prediction Experimental
Experimental Case (£0.02 N) Numerical % difference
ok E1l 0.92 1.11 21
= E2 0.62 0.63 2
; E3 0.41 0.45 10
E4 0.89 1.06 19

08 ] (which were within 0.5°C of each otheilt is therefore unsurpris-

ing that these cases exhibit similar draw forces. By comparison,
Fig. 5 Effect of preform feed speed on the predicted (solid  case E3 shows that when the polymer feed speed is halved there is
line) and measured (symbols) free surface shapes a substantial drop in the required draw force. This is due to two

reasons. First, at lower mass throughputs the polymer typically

reaches a higher maximum temperat(®éC higher for case E3
set of necking. Figure 6 shows that both the experimental afftgn for case Elgesulting in a lower polymer viscosity. Second, a
numerical results confirm this trend. The average discrepanc|@¥€r mass throughput results in a lower rate of elongation
between the measured and predicted free surfaces for case dz) provided the free surface slope remains simiae Eq.
and E3 were 0.44 Ii80%)and 0.10 mm(17%)respectvel. (2.l AlNeuOf case £2 has e e trotpectof e 1
Flgyre .7.shows the effect of a larger preform diamékst) while the competing influences of the highly temperature dependent
maintaining the same mass flow rate as case E1. The avergg® mer viscosity and the rate of elongation. The polymer in case
difference for this case was 0.7 m(@3%), considerably larger E2 experiences a greater amount of heating and reaches a maxi-
than for cases E1-3. mum temperature 10°C higher than that for case E1. This leads to

In comparing the predicted and measured free surface profileg itonsiderably lower polymer viscosity that more than compen-
is important to consider the effect of the polymer’s thermal e»sates for the higher feed rate and, hence, leads to a lower reported
pansion. In this case the effect of thermal expansion is negligiblaw force.
The coefficient of thermal expansion for PMMA is approximately In order to investigate the effect that the furnace wall tempera-
perature T,=105°C) and approximately 2104 K- for different peak wall temperatures._The preform dla_lmeter, feed
temperatures below the glass transiti81]. For case E1 the speed, and draw speeds all remained the same. Figure 8 shows
maximum radial expansion is only 0.22 m{m8%)with an aver- that when othe furnace wall temperature was increased by approxi-
age radial expansion of 0.05 mm. These values are significanfijptely 15°C the draw force decreased by over 80%. This large
less than the difference between the experimental and numeridgfréase in draw force is a direct result of the polymer viscosity’s
findings and are comparable to the estimated uncertainty in thgnSitive temperature dependence. Manipulating(&dt can be
experimentally measured free surface profile. shown that t_he percentage change in ’the polymer’s viscosity per
Results of the predicted and measured draw forces are pfgdree Celsius change in the polymer's temperature is given by

sented in Table 2. Cases E1 and E4 have identical mass through- Ap 2035
puts and similar maximum predicted polymer axis temperatures m= —100?

For example if the polymer’s temperature increases from 160°C
0.5 focongogeom, to 161°C the predicted polymer viscosity decreases by 11.5%. The
A | AV2Sumls ED polymer viscosity has a first order effect on the draw force. There-
fore, the high sensitivity of the polymer viscosity directly affects
any attempts to accurately predict the draw force.

%/°C (14)

0.4

a3 S () Given this high sensitivity it is clear that in order to accurately
B predict the draw force it is necessary to accurately predict the
‘ polymer’s geometry and heat transfer phenomena. Small errors in
01 ; the predicted polymer temperature, as a result of modeling as-
V,=12.5um/s (E3) sumption errors, discretization errors, inaccurate material property

53 : o values, and errors in the prescribed boundary conditions, will be
' - ZH ) amplified by the polymer viscosity model leading to non-

Fig. 6 Numerically predicted and experimentally measured
free surface shapes for case E1. (The initial guess is shown for

h 24
comparison. ) o L4 Experimental
2 s m] Numerical
35 ) < 1.6
38.1 mm Diameter ik
30 Preform ‘5
=12
=25 posvonn 5 9
£ g 08 ¢
gzo Q Qv | fa]
vt 25.4mm Y :
15 | Diameter 0.4 ' U
Preform El
10 0
165 170 175 180
5 Maximum Wall Temperature (°C)
G2 G 7/H ge 04 : Fig. 8 Effect of upstream heating (U,) on the predicted free
surface shape. A comparison between the results for U,
Fig. 7 Effect of preform diameter on the predicted (solid line) =0W/m?K (solid line) and U,=30W/m?K (dashed line) is
and measured (symbols) free surface shapes shown.
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0.5

. adequately models the thermal radiation exchange within the fur-
UrOW k(1) nace environment. However, care is required, to ensure that any

0.4 developed model has a sufficient number of radiating elements
s e and accurate view factors and emissivity values.
A ' The draw force is highly dependent on both the polymer feed
Eoz rate and the furnace wall temperature. Changes in polymer tem-

perature as small as 1°C typically result in changes in the draw
force on the order of 10%. Given this inherent sensitivity, improv-
ing accuracy will require improved knowledge of the polymer’s
thermal and rheological properties. As the development of POF
L= o %4 e manufacture progresses and draw speeds increase, investigation of
shear-thinning and visco-elastic effects may also be warranted.

0.1

Fig. 9 Effect of the furnace wall temperature on the predicted
and measured draw force (D=25.4mm, V;=10cm/s, V,
=25 unis) Acknowledgment
We are pleased to acknowledge support for this work from the
National Science Foundation, Grant # ECS 9734438.
negligible errors in the predicted draw force. Equatitd) indi-
cates that a 1°C error in the predicted temperature will lead fgomenclature
approximately a 10% error in the predicted draw tension. There-
fore, any future efforts to accurately predict the fiber draw force A = area
will require further scrutiny of the polymer’s heat transfer phe- Cg = specific heat

nomena and rheology. = diameter
D = preform Diameter

Effect of Upstream Heating. Most prior investigations have F = draw Force

justifiably ignored any upstream preheating of the preform be-Fk_J. = view factor

overall heat transfer coefficient
radial velocity

speed

= axial coordinate

a psuedo-thermal-equilibrium with the furnace wall resulting in an
almost identical maximum axis polymer temperatit@ within
0.1°C) regardless of the presence of upstream heating.

For case E1 the maximum free-surface change is 0.68 mm
(7.5%). However, in the absence of upstream heating the maéfeek Symbols
mum polymer temperature is 2.8°C lower, leading to a draw ten- ) o
sion 35% higher than that predicted with,=30 W/n?K. For B = thermal expansion coefficient

cause of the high feed ratése., Peclet numbersgssociated with g = acceleration due to gravity
those studies. However, given the lower feed rates common in the h = convective heat transfer coefficient
development of POE32], matched with lower processing tem- H = furnace height
peratures, upstream heating can affect both the predicted free sur- k = thermal conductivity
face shape and draw force. Simulations were run in which the m = mass flow rate
preform was assumed to receive no heating from the top iris prior n = surface normal
to its entry into the furnacé.e., U,=0 W/n?K). This delays the P = pressure
onset of necking as shown in Fig. 9. Contrary to expectations, at g = thermal radiation heat flux
the lowest feed ratécase E3)the change in draw tension was r = radius
small. Despite a maximum 0.9 mi12%) increase in the free T = temperature
surface shape the tension only increased by 0.013%). This is t = time
most likely because the polymer’s low feed rate allows it to reach u = axial velocity
u
v
\Y,
z

case E2 the maximum free surface change is 0.86 (htf0). g = emissivity
Because the residence time in the vicinity of the top irisis less for ¥ = surface tension
case E2, the maximum polymer temperature is only 1.7°C lower 7 = shear stress _
than with U,=30 W/n?K leading to a 20% increase in the pre- ¢ = angle between vertical and free surface tangent
dicted draw force. It is expected that as feed rates increase to # = dynamic viscosity
those more common in industrial glass fiber drawing P = density
(~1-20 m/s) the importance of upstream heating will diminish. 9 = Stefan-Boltzmann constant
& = viscous dissipation function
Conclusions Superscripts & Subscripts
Modeling the polymer optical fiber drawing system requires & — & .
solving a highly coupled nonlinear problem. Accurately predicting P = Pottom iris
the draw force is further complicated by the sensitive temperature € = €ffective
dependence of the polymer viscosity. Our results show that the f = fiber
draw force can be accurately predicted provided that sufficient 9 = 9aP
attention is paid to modeling the heat and mass transfer phenom- © = reference
ena within the fiber drawing environment. p = preform
The natural convection flow is governed by the temperature ' = P Iris
w = furnace wall

difference between the polymer and adjacent furnace wall. In all
cases the circulation was divided into two cells, one driven by the
cool preform and hot wall in the upper region of the furnace,
while the other counter-circulating cell is driven by the tempergReferences
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On the Group Front and Group
Velocity in a Dispersive Medium
Upon Refraction From a
Nondispersive Medium

Z. M. Zhang
Conventional definitions of velocities associated with the propagation of modulated waves
Keunhan Park cannot clearly describe the behavior of the wave packet in a multidimensional dispersive
George W. Woodruff School of Mechanical medium. The conventional definition of the phase velocity, which is perpendicular to the
Engineering, wave front, is a special case of the generalized phase velocity defined in this work, since
Georgia Institute of Technology, there exist an infinite number of solutions to the equation describing the wave-front
Atlanta, GA 30332 movement. Similarly, the generalized group-front velocity is defined for the movement of a
wave packet in an arbitrary direction. The group-front velocity is the smallest speed at
which the group-front travels in the direction normal to the group front. The group
velocity, which is the velocity of energy flow in a nondissipative medium, also satisfies the
group-front equation. Because the group-front velocity and the group velocity are not
always the same, the direction in which the wave packet travels is not necessarily normal
to the group front. In this work, two examples are used to demonstrate this behavior by
considering the refraction of a wave packet from vacuum to either a positive-index ma-
terial (PIM) or a negative-index material (NIM).DOI: 10.1115/1.1668035

Keywords: Electromagnetic, Heat Transfer, Microscale, Nanoscale, Radiation

1 Introduction microwave region, excited tremendous interests to the so-called

negative-index materialNIM). Veselago[10] was the first to

In reality, all radiation propagates in a group of GIGCtrOmagne{ﬂ%eoretically predict the behavior of an NIM, also called left-

waves of different frequencies. In a nondispersive medium, trI’]%mded material. He postulated that light would be refracted nega-

velocity at Wh'Ch. th.e.wave group travelslls the same as t.he phﬁﬁfely from a positive-index materiglPIM) to an NIM; and fur-
speed of each individual monochromatic wave. In a dispersiygemare, a plane slab of NIM could focus light. Penltg] went
medium, however, individual waves travel with different phasg,iher to claim that the NIM could be used to make a perfect lens
speeds, resulting in interference effects that continuously changg would focus an image with a resolution not restricted by the
the amplitude of the wave group. The group amplitude is modiffraction limit, which is about half of the wavelength. It has also
lated as a wave with its own front, called group front, whiclheen shown that a layer of NIM could enhance the energy trans-
travels at its own frequency and speed. The modulation of thgittance through evanescent way#8,13], suggesting that mate-
group amplitude forms an envelope or wave packet. The speedials with negative refractive indexes may be used to construct
which the wave packet travels is called the group velocity, whighicroscale energy conversion devices.
is generally considered as the velocity of energy transport or sig-valanju et al[14]cast doubt on the negative refraction of light.
nal propagation, with exceptions in anomalous dispersion mediaey pointed out that a real beam that has a finite spread of
[1]. Therefore, the propagation of the wave group is important filequencies would be refracted “positively” in an NIM, even
radiant energy transfer in such applications as laser-materials fheugh the phase would be refracted “negatively.” Smith et al.
teractions and optical diagnostics. [15] argued that Valanju et al. wrongly identified the group veloc-
There has been a long history of distinguishing the group véy as the direction of the interference pattern movement. A thor-
locity from the phase velocity for waves propagating in one dbugh understanding of wave-group propagation and refraction is
mension. Hamilton formulated the concept of group velocity agquired in order to resolve this dispute. It turns out that much of
early as 18392], which was further developed by Stokg], the confusion arose from inconsistent definitions of the group ve-
Rayleigh[4], and HavelocK5]. Brillouin [6] published a mono- locity in multidimensions. It becomes necessary to re-examine the
graph on the wave propagation and group velocity. Born and Walbnventional definitions of velocities, associated with a single
[1] suggested the three-dimensional definition of the group velogave and a wave packet, and introduce new concepts for clarity.
ity that is consistent with that in the work of Brillouin. Lighthill ~ The present work deals with the propagation of a wave group,
[7] and Pedlosky8] provided the three-dimensional definition ofespecially when it is incident on a dispersive medigither PIM
the group velocity, which is different from the definition used byr NIM) from a nondispersive medium. Each medium is homoge-
Born and Wolf[1] and Brillouin[6]. Since the wave-group propa-neous and isotropic, with negligible loss or dissipation. The phase
gation was mostly studied in one-dimensional cases, the confusisocity will be discussed first with the introduction of the “gen-
had not caused serious problem until the direction of the refracti§f@lized phase velocity.” In order to clearly describe the move-
in a negative-index material was considered. ment of the group fron.t, the “generalized group-front velocity”
The publication of the experimental results for a structured€ds to be used. It will be shown that both the group-front ve-

metamaterial[9], with a negative refractive index in a narrow!oCity and the group velocity are special cases of the generalized
group-front velocity; however, in general they are not the same.

Contributed by the Heat Transfer Division for publication in th®URNAL OF With these concepts, the refraction of a modulated Wavevave

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 8, 20039r0Up)fr0m vacuum to_ a dispersive medium, for cases with a PIM
revision received December 23, 2003. Associate Editor: S. T. Thynell. and an NIM, is investigated.
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Fig. 2 A monochromatic wave propagating in two dimensions

Fig. 1 A monochromatic wave propagating in one dimension

w k ©)
V = —_— =
P
2 Theory kk
] ) ~_which is the universal definition of the phase velodify). The
2.1 The Generalized Phase Velocity. The phase velocity is magnitude of the phase velocity i§,= w/k, which is consistent

a basic concept in wave propagation. It has been conventionajjith the phase speed in the one-dimensional case. Froni6Eq.
accepted as the speed at which the plane of a constant ph@s€x-component of the phase velocity is

calledwave frontor phase front, propagates in the direction of the
wavevectork [8]. This definition is undoubtedly justified in the _2& 7
one-dimensional case. The one-dimensional time-harmonic wave UpxT K k )

can be expressed kinematically as . .
P y It should be noted that, , is not the same as the magnitude of the

E(t,x)=Eq cogkx —wt) (1) generalized phase velocity in thedirectionv(?, which can be
where E, is the amplitude and» the angular frequency of the found from Eq.(5) as
wave. The phase speed can be obtained by differentiating the

wave-front equation,kx —wt=const., with respect to time. UE’X)zkﬂ 8)
Hence, X
dx Clearly, Ug()évpzvp’x. As illustrated in Fig. 2, the wave front
Up= i T K (2) moves faster to the observer looking towards xkdirection than

to the one looking towards tHedirection. The generalized phase
The direction of the phase velocity in the one-dimensional caseVélocity in the x-direction has often been misinterpreted as the
apparently the same as that of wave propagation, as illustrateckigomponent of the phase velocity in the literature. As remarked
Fig. 1. When wave propagation is extended to two-dimensional By Pedlosky[8], “the phase speed does not satisfy the rule of
three-dimensional space, however, the conventional definitiggCtor composition.” The dilemma of vector composition is re-
does not clearly describe the movement of the wave front. Equgelved by distinguishing the generalized phase velocity in the
tion (1) is a simplified form of the plane scalar wave equation i#-direction from thex-component of the phase velocity.

the vector space, 2.2 The Generalized Group-Front Velocity. The concept

E(t,r)=Egexd —i(wt—kr)] (3) of the group front(or interference frontcomes from the interfer-
ence between waves of different frequencies in a wave gfoup

The differentiation of the wave-front equation with respect to timﬁ/ave packet). For the sake of simplicity without loss of generality,

yields two plane waves of the same amplitude with slightly different
dr frequencies are used to demonstrate the movement of the group
k- T w=0 (4) front. The interference of the two waves forms a wave patet

a modulated wave), which can be represented by the superposition
Unlessdr/dt is perpendicular tk, the above equation has anof the two monochromatic waves,

infinite number of solutions. As pointed out by Taille[86], the _ L _ A "

movement of the wave front can be interpreted with innumerabld=(t:1) =Eoexd —i(o t=k™-r)]+Eoexf —i(w t—k"-r)]
velocities, not with just one velocity as in the one-dimensional ©)
case. Therefore, the generalized phase velocity is defined in thieere 0 " =w— dw/2, 0" =w+ dw/2, k~=k— 5k/2, and k™
present paper as follows: =k+ &k/2 with a small and positiveSw. Equation(9) can be
re-written as follows:

w
vg5)=|7§ (5) 1
s E(t,r)=2E, co{z(b‘k-r—tﬁw) exd —i(wt—k-r)] (10)
where the superscripts” indicates an arbitrary direction speci-
fied by the unit vectos. The cosine term in Eq10) describes the change in the amplitude

The phase velocity in one-dimensional space can be extendg#dthe wave group. The constant-amplitude surface, or group
to multidimensional space as thmallesispeed at which the wave front, is defined by
front travels. Since the shortest distance between two wave crests
is the one perpendicular to the wave front, the phase velocity is in dk:r— tdw=const. (1)
the same direction as the waveveckorFigure 2 shows a plane Differentiating Eq.(11) with respect to time gives
wave propagating in two-dimensional space, i.e.,xhg plane,

where wave fronts are illustrated with parallel lines. Substitu§ing Sk- ﬂ — Sw=0 (12)
in Eq. (5) by the unit wavevectork(k) yields dt
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The above equation is of the same form as Eg.and has an sity in a dielectric medium and showed that the group velocity is
infinite number of solutions. Hence, it is natural to introduce theot equal to the energy velocity in the presence of absorption.

generalized group-front velocity, The present work is confined in the region with normal disper-
sion, nondissipative, and isotropic medium. Under these condi-
v = dw s 13) tions, the group velocity can be expressed ks
f A
9 sk-§
dow k
which is defined in an arbitrary direction specified by the unit V9=WE (19)
vector§.

Similarly, the group-front velocity represents the orthogonddy insertingvy; into Eq.(12) and then combining it with Eq18)
propagation of the group front and is the smallest speed at whiheliminate sw, an explicit relation between the group-front ve-
the group front travels. It can be shown from HE3) that the locity vy and the group velocity, can be written as

group-front velocity is 8K- (Vgs—Vg) =0 (20)
Vo= 5_‘” 5_" (14) There are two cases that satisfy the above equation. The first case
9f™ Sk Sk is whenvy; is the same as the group velocity. This can only

happen wherdk is either parallel or antiparallel t for instance
_ 2 2 2112 ,
where sk=[(k,)"+ (k)" +(5k,)°]™. The group-front veloc- \hen the wave group travels in a nondispersive medium or when
ity is in the same direction ask. If all the waves in the wave {he peam is incident normally to a dispersive medium from a
group travel in the same direction, theék andk are either par- nongispersive medium. The second case is when the difference
allel or antiparallel in an isotropic medium. If the waves travel iggctor betweervy; and v, is perpendicular task (or vg(). The
different directions or in an anisotropic mediudk may not be grqyp-front velocity,; was called the velocity of the interference
parallel tok. Therefore, the group-front velocity is generally notqn¢ by Smith et al[15], who pointed out that the group velocity
parallel to the phase velocity. can be decomposed intg; and another component normal to the
The group-front velocity can also be expressed as group-front velocity.

2 -1/2

vV, (15)

21-1/2

\Y

Sk [ [ 8k Sky\2 [ ok,\?
9 5kl S So S 3 Application to Refraction Phenomenon
In the limit of sw—0, it can be approximated by _This section deals with the refraction of a wave packet by con-
sidering two plane waves of same amplitude with slightly differ-
Sk [ [ aky\? aky 2 [ ok, ent frequencies incident from a nondispersive medium to a disper-
"3k 30 T\ 70 Tl 70 (16)  sive medium. As mentioned before, each medium is homogeneous
and isotropic with negligible loss or dissipation. The real value of
Equation(15) or (16) was incorrectly identified by some classicalg(t,r) in Eq. (10) can be used as the amplitude of the electric
texts as the group velocity. Examples are Born and \MoJf Eq.  field or magnetic field. The wavevector for each medium is
(56) in Chap. 1, and Brillouif6], Egs.(26) and(27) in Chap. 4. . .
The failure to identify the group-front velocity as a special case Ki=kj Xtk 2, j=12 (21a)
the group velocity has frequently caused misinterpretation of the
direction of energy propagation. The group velooiy and its
relation withvy; are discussed in the subsequent section.

w .
kj=||k;\|=oc—onj, j=12 (21b)

2.3 The Group Velocity. The appropriate definition of the wherecy,=2.998x10° m/s is the speed of light in vacuum; is
group velocity in a multidimensional space[i&8,17] the refractive index of the®(j=1) and 29 (j =2) medium, and
Jo Jo Jo o is chosen to bet1 for PIMs and—1 for NIMs becausek;
Vo=V =%-— + - +2— (17) should be positive regardless of the mediudm]. From the phase-
dky "ok, Tk, matching condition, the&-component of the wavevector is given

whereV, denotes the gradient af in the wavevector space. Usingby
the dispersion relationp = w(k) = w(ky,ky ,k;), the frequency

w
perturbationdw can be written as Kix= kz,xzc_ n, sin 6, (21c)
0
Jw Jw Jw ; ; ;
_ 7% 7% Rty The z-component of the wavevector in the second medium is
Sw 7K. Sky+ i, ok, + s Ok, = k-vgq (18)
w .
The comparison of Eq(18) with Eq. (12) suggests that the Ko, =0 k%—k;x:oc—o\/nz(w)z—nf sin" 6, (21d)

group velocity is also a solution of the group-front equation and,

therefore, is one special case of the generalized group-front vel&nce the second medium is dispersimg,is a function of fre-

ity, Eq. (13). Nevertheless, the group velocity defined by @) duency, whereas, is taken as a constant to represent the nondis-
is a very important physical quantity because it identifies the dpersive medium. Note that the present work deals with propagat-
rection and speed of energy propagation. Bd8] proved the ing waves only, that is)/kzz—kg’X in Eq. (21d) is always real and
equality of the group velocity and energy velocity for propagatingositive.

waves in a linear, nondissipative, and nonmagnetic medium withThe phase velocity in a dispersive medium can be calculated
normal dispersion. The discussion of the group velocity in aflom Egs.(6) and(21b), yielding

anisotropic medium can also be found in Kong's wptk]. More

recently, Ruppin[19] showed that the group velocity coincides vp,zzaﬁ 22)

with the energy velocity in the frequency region with a negative n,

refractive index when an NIM is concerned. Notice that, under the

condition of anomalous dispersion, the group velocity does n

represent the velocity of energy flow and may be greater than the Ko, n, sin,

speed of light or negative20]. Loudon[21] derived the energy tan 6p:k—’ = (23)
velocity by dividing the Poynting vector by the total energy den- 22 o\ny—nisir 6
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Fig. 3 Propagation of a modulated wave in (a) a positive-index material
(PIM), and (b) a negative-index material (NIM)

where ¢, is the angle betweek and thez-axis. Equation23) is In order to obtain the group-front velocity, it is necessary to
sometimes called the generalized Snell's [E22]. Figure 3&) derive the equation fobk, first. Since each component of the
represents the geometry when the second medium is a PIM. Sime@vevectork, is a function ofw, it can be approximated to the
the increase ofw in the normal dispersion regiord(/dw>0) following sets of equations for smadw:

causes a decreasewf, and d,, the wave with a slightly higher . R

frequency ") propagates closer to theaxis than the other in Ok =Ky 26K , (28)
the PIM. In contrast, as shown in Fig(t3, an NIM case gives a
different tendency. According to E@3), 6, is betweens/2 and
7 for a negative refractive index. That is, wave fronts in the NIM Sw

travel toward the interface and merge with those propagating in Ky y=—nysin6, (29)
the first medium. Whem increases in the normal dispersion re- " Co

where

gion, v, increases and, andk, decrease. Hence, the” wave 4.4
is closer to thez-axis than thew* wave.
From Egs.(19) and (21b), the group velocity in the second Sw dn, n,
medium becomes: 8ky ;= 0 —| \n3—nZ sir? 01+(w—)—_
“oc dw/ \n3—nZsir? 6,
Kz (30a)

Vg.2= 0 Vg2j (24)
2 Rearranging the-component ofdk, yields
where
Sw Nyng—nZ sir? 6;
19 :—CO (25) 5k2,Z: OC— —YF/—/———
9.2 dn, Co Vn3—nisir? 6,
n,+ ww
which is always positive in the normal dispersion region regard-
The direction of the group velocity upon refraction is determineféss of the type of the medium. The direction of the group-front
by velocity in the dispersive medium is derived from E(&9) and
(30b) as

(30b)

Kox_

I(2,2

Therefore,0, must be equal t@, or §,— 7. The direction of the
group velocity depends on the type of material in the second me-
dium. For a PIM, 6, is identical with 6, because the Poynting

vector is parallel to the wavevectdr of a plane wave. For an
NIM, however, the direction of the group velocity is anti-parallet

to the wavevector according toin Eq. (24), which indicates that oneq 1o the positive direction, even in a negative-index medium.

0y should be negativeor 6= 6, — ). Hence, itis apparent that \yhen the second medium is nondispersive, the phase velocity
the velocity of energy flow, as determined by the group velocity, | . group-front velocityg; , and group velocit,, are the same.
refracted negatively into the NIM and propagates in the 0ppoSis™can happen only in a PIM because causality requires that all
direction of the wavevector. It is consistent with Veselago’s clainyvs pe dispersivd10]. The group front is parailel to the indi-
that the Poynting vector propagates in the opposite direction of they, ;a1 \yave front. When the second medium is dispersive and
wavevector in NIMs[10]. In addition, one can define the grouR 4 diation is incident normally 4, = 0) to the interfaceyy, is the

index according to Eq25) as same asvy; and both are in the positive-direction (forward
dn, d(wn,) propagating). Their magnitude isy=vg4=Co/ny. Both the
ngzn2+wm = de (27)  group front and the phase front are parallel in ¥ig plane. The
phase velocity may be in the positizedirection (PIM) or in the
which should be greater than unity regardless of the sign of thegativez-direction (NIM) with a magnitudey ;= acy/n, that is
refractive index of the medium, as required by the principle dfifferent fromuvy. In general, the phase velocity, the group-front
causality(i.e., an effect cannot occur before the caublmte again velocity, and the group velocity possess different directions and
that, in the anomalous dispersion region, the group index may tagnitudes upon refraction into a dispersive medium at oblique
less than unity or even negative, and the group velocity no longecidence. It is important to distinguish these velocities in order to
represents the propagation of energy. fully understand wave-group propagation.

tanf,= tang, (26)

Okax Ny sin 6,
Skyy

tanfy;= (31)

NyNg— N3 sirf 6;
2 2 i
Vyns—ngsirt 6,

his equation was named the group Snell's law by Valanju et al.
14]. Equation(31) indicates that the group front is always ori-
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Fig. 4 The movement of the wave group that is incident on Fig. 5 The movement of the wave group that is incident on the
MgO (n,=1.395) at Ag=9.091 um (©=2.072X10" rad/s) from NIM from vacuum (n;=1.0) at Ay=5.996 cm (w=3.14
vacuum (n,=1.0), for ;=45 deg and Aw/w=0.1. The calcu- %100 rag/s), for 6;=45 deg and Aw/w=0.01. The calculated
lated values are n,=2.488; 6,=30.44 deg; 0,=15.97 deg; yjlues are n,=—1.262; n,=6.467; 0,=—34.70 deg; 0,=4.88
A0,=2.65 deg. deg; A9,=2.37 deg.
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4 Results and Discussion Consider wave front AB that is refracted into the second me-
The behavior of wave-packet refraction into a dispersive melium. When point A reaches point C, point B will reach point,D
dium is illustrated in this section for two cases, one with a PINs shown in Fig. 4. The small squares at points A agdhDicate
and the other with an NIM as the second medium. Even thougfe orthogonal relationship between the wavevector and the wave
only one specific incidence angle from vacuum onto the secofrént. The square at a pointgpindicates the orthogonal relation-
medium is considered, these two cases represent the general $bip betweensk, and the group front. If AB is considered as the
tures of wave-packet refraction because variations in the incidergreup front, the group front will propagate from AB to GEather
angle and/or materials merely affect the quantities, such as than CQy. That is, the group front moves in a skewed direction
refracted direction of each velocity and spacing between adjacagtording to the group velocitffrom AB to CD,), not according
fronts, without changing the general trend. to the group-front velocityfrom AB to CDy) which is normal to
The locus of a wave packet, consisting of two monochromatthe group front. Notice that although the group index in E&Y.)
waves described by E@9), is shown in Fig. 4 when the wave isdirectly affects the speed of wave-group propagatioe., the
incident onto a dispersive PIM from vacuum;&1) at an inci- magnitude of the group velocitythe group index has no relations
dence angl@, =45 deg. The PIM is chosen as magnesium oxideith the direction of wave-group propagati@re., the direction of
(MgO) because of the relatively large frequency-dependence of ftee group velocity). Instead, one must use the phase-matching
refractive indexdn/dw and low losg(i.e., little absorptiohin the condition to determine the angle of refraction or the direction of
mid-infrared region. The refractive index=1.395 at the wave- the group velocity. Notice that E¢31) should be used to deter-
length\y=9.091um (w=2.072x10% rad/s) is taken from Ref. mine the orientation of the group front. Although Smith et[&5]
[23]. At this wavelength, the extinction coefficient is less thawas the first to point out that the group front moves in the direc-
0.005, which is negligible when dealing with wave propagatiotion of the group velocity that is not perpendicular to the group
near the surface. In the calculation, the interval between the fifeent in an NIM, it is difficult to experimentally confirm their
quencies of the two monochromatic waves is chosen to satigheory because of the current limitations in fabricating NIMs
dwlw=0.1. The group index calculated from E@7) is nq with desired propertiege.g., isotropic and losslessThe analysis
=2.488. A uniform time step\t is used for drawing wave fronts here using a dispersive PIM demonstrates the same phenomenon
and group fronts. that can be experimentally validated with existing materials and
In the first medium wave fronts and group fronts are the sanigstrumentation.
and the two waves propagate in the same direction. When thelThe behavior of wave-packet refraction into an NIM is shown
waves are refracted into the second medium, they propagate iiftd=ig. 5. For the refractive index of an NIM and its frequency
different directions. The angle between two refracted waves dependence in the microwave region, the permittivity and perme-
A6,=2.65 deg; therefore, the distinction of the two wavevectorbility formulas and parameters are adopted fii@#]. The cal-
k, =k,— 8ki2 andk; =k,+ 8k/2 is not very sharp. However, the culated refractive index is,=—1.262 at\,=5.996 cm
group front and the wave front are apparently not parallel to each3.14x10'° rad/s). The absorption in the second medium is ne-
other. The group velocity, is parallel tok,, while the group- glected. The angle of incidence is fixed af=45 deg. For
front velocity vy is parallel todk, . The angle betweew, and the Jw/w=0.01, the angle between two refracted waves is about
z-axis is 6,= 6,=30.44 deg, and that betweep; and thez-axis A 0,=2.37 deg. The time stept for this figure is slightly larger
is g1=15.97 deg. than that used in Fig. 4. Again, only mean wave fronts are shown.
Because group fronts are not parallel to phase fronts, an inffdgure 5 clearly shows that group fronts are not parallel to the
mogeneous wave exists in the second medidin It is very in- phase fronts in the NIM. The calculated group index nig
teresting to see how the individual waves and the wave grogp6.467; this means that the wave group will travel with a speed
propagate into the dispersive medium. Since wave fronts for tagout 15.5 percent of the speed of light in free space. The spacing
two individual waves are hardly distinguishable, in order to avoiietween adjacent group fronts is much closer in the NIM.
confusion, Fig. 4 only shows averaged phase fronts that propagatd he wave front moves upwards in the NIM. For example, dur-
in the direction of the mean wavevectos. Group fronts, on the ing the same time when the wave front in vacuum travels from AP
other hand, are perpendicular to the direction of the differentit? A'O, the average wave front in the NIM moves fromy®to
wavevectorsk,. The spacing between adjacent wave fronts B,0. Notice that the group velocity, , is antiparallel tck,. The
greater than that between adjacent group fronts, indicating that theomponent o/ , is negative and)y=—34.70 deg, suggesting
group front moves forward with a slower speed. that the wave packet is indeed refracted negatively into the NIM.
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Group front AB in the first medium will travel to Cfrather than § = unit vector in arbitrary direction

CDys in the second medium. However, the speed for energy propa- t = time

gation is always positive. Thus, negative refraction does not vio- At = time step

late the causality principle. Our result agrees with that of Smith v = velocity

et al.[15], who claimed that the wave packet will propagate not (s) _ generalized phase velocity

only in the direction parallel toy; but also in the direction normal by _ . .

to vy4¢. They also argued in the same paper that Valanju g4l Vgr = generalized group-front velocity

had misinterpreted the group-front velocity; , as the velocity of Greek Symbols

energy flow. Although Valanju et al. later admitted this oversight _ ;

in their reply to Pendry and Smith’s comments, they insisted that 75’ B scat':le(rjl_r;rg rate |

Vg1 should be the group velocitj25]. Note that the claim of ~ small diierence in value

Valanju et al.[14] that the wave in NIM is inhomogeneous still e = relative electric permittivity

holds. The existence of inhomogeneous waves in the NIM could ¢ = angle _

have an impact on its ability to focus light. Loss or absorption is Ao = wavelength in vacuum

another practical issue to be addressed and it is expected that u = relative magnetic permeability

higher-quality NIMs will be fabricated as the technology advances ¢ = sign which represents the type of the medium

and NIM can be realized in the infrared and shorter wavelength « = angular frequency

regions. .
Subscripts

5 Conclusions 1, 2 = first medium and second medium

For a wave propagating in multidimensional space, there exist 9 = group
an infinite number of solutions to the wave-front equation. The 9f = group front
present work introduces the concept of the generalized phase ve- P = phase
locity, with which the phase velocity is extended to multidimen-X,Y,Z = components
sional space without losing consistency with existing publications.
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Simple order-of-magnitude relationships predicting heat transfer in limiting cases of com-

Timothy P. Ferguson bined convection and radiation problems in boundary layer flows are found using the
. method of scale analysis. Key nondimensional groups are developed that help identify the
Andrei G. Fedorov fundamental interactions between thermal radiation and convection modes of heat trans-

fer for two cases of laminar, two-dimensional convection heat transfer from a semi-infinite
Georgia Institute of Technology, vertical wall. The f_|rst case is tha_lt of_ heat tra_nsfer from a gray wall with a specified heat
. I flux to a surrounding non-participating medium and considers both forced and natural
G.W.W. School of Mechanical Engineering, . . .
Atlanta. GA 30332 convection effects. The second_case is that of heat transfe_r from a black wall w_|th a
’ specified temperature to an optically thick, gray, nonscattering medium and considers
forced, natural, and mixed convection effects. The scale analysis results are presented in
terms of the local Nusselt number. They include closed form expressions for order-of-
magnitude estimates of the heat transfer rate, and dimensionless parameters that indicate
the dominant mode of heat transfer and correlate experimental data well. The scale
analysis results are validated against both experimental data and theoretical results.
[DOI: 10.1115/1.16774Q9

1 Introduction diffuse radiative behavior, black surfaces, consideration of only
st order radiation effects, negligible radiation scattering and ra-
in many engineering applications. Examples of such systems jation pressure, radiat_ively n_onparticipating surrounding media,
clude nuclear reactors, hypersonic jets, solid oxide fuel cells, coffd optically thick or thin medig2,4,5]. Although these solutions
bustion chambers, and solar energy collectors, where the interd@-not account for all of the physical mechanisms of energy trans-
tions of thermal radiation with convection become importanter. they do provide fundamental insight into the heat transfer
Central to developing more robust and energy efficient systemg'ngeractions when both radiation and convection contributions are
the need for improved understanding of the heat transfer inter&ignificant. Results from these studies have demonstrated that
tions when radiation effects become significant and coupled tleermal radiation influences heat transfer both directly and indi-
convection heat transfer. However, the inclusion of radiation efectly. Directly, thermal radiation can affect heat transfer by being
fects in heat transfer analysis makes problems more complex, withsorbed and emitted by surfaces within the system. Indirectly,
the conservation of energy becoming governed by a nonline@ermal radiation can be partially absorbed in the thermal bound-
integro-differential equation. The increase in difficulty also arisegry Jayer and alter the temperature distribution, therefore changing
from an increase in the number of independent variables, dep@fs conduction and convection heat transfer characteristics of the
dence of the radiative flux on the geometrical configuration of ”!f‘ystem[e]. Typically, the complexity of the problem is inversely

system, interreflections between objects, and the potential 'adeFbportional to the number of simplifying assumptions used to

optical property dgt@l]. In addliti.on, reIgvgnF radiative prOpertiesarrive at a solution; however, even the most simplified analyses
(such as absorptivity, reflectivity, emissivity, gtare often a can yield positive contributions to gaining a better understanding

strong function of wavelength, chemical composition, and ten?)-f the effects of radiation on boundary layer flow.

perature, and are difficult to measure. Thermal radiation alone is e‘: bound | fl f T dia. th
strongly nonlinear phenomenon and is in general not only a func- or boundary fayer flow 0 nonparticipating media, the pres-
tion of time and space, but also depends on spectral and dir§8€ of thermal radiation does not alter the standard conservation
tional considerations. Since problems involving radiation intera€duations of both momentum and energy. Generally speaking, if

tion generally contain a large number of parameters, emphasighg medium is radiatively nonparticipating, then radiation is intro-
often placed on evaluating only the first order radiation effectduced to the boundary layer flow problem as a nonlinear boundary
which serves the useful purpose of simplifying the problem whileondition. Consequently, the coupling between convection and ra-
indicating under what conditions the effect of radiation needs evéfation occurs only through the thermal radiation boundary con-
be considered2]. Examples of second order radiation effectslition at the surface of the walls; however, this coupling depends
would include reemission and reabsorption of radiant eng8dy on whether the temperature or net heat flux is specified at the wall
A solution depicting the interaction of radiation with absorbing7]. If temperature is specified, convection and radiation can be
and emitting media within the convective thermal boundary layéfeated separately since the boundary surface temperature is fixed
is both a mathematically and computationally intensive probleghd the radiation will not alter it. However, if the net heat flux is
to solve. _ ) o specified, the presence of radiation at the boundary surface will
Successful solution techniques have used simplifying assumyier the temperature and subsequently couple both the convection

tions in order to reduce the complexity of the radiative and cony,q ragiation effects. As a result, one of the initial modifications to
vection boundary layer heat transfer problem. Examples of sig-

lifying assumptions include but are not restricted to gray an e classical similarity solution for the laminar forced convection
P 9 P gray alfer a flat plat was to introduce a surface boundary condition of

, . o radiative heat flux for a nonparticipating medidg. In addition
Contributed by the Heat Transfer Division for publication in th®URNAL OF to th tandard fi i h tant
HEAT TRANSFER Manuscript received by the Heat Transfer Division August 11,_0 e standar _Convec Ion assump IonS.S.uc a_S cons "'jm 'pro_per-
2003; revision received October 21, 2003. Associate Editor: S. Thynell. ties, incompressible substance, and negligible viscous dissipation,
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assumptions specific to the introduction of radiation effects imotation for scale analysis “equations” as Bejdr8]; the symbol
clude assuming the surface of the plate is opaque and gray with” means “is of the same order of magnitude as,” and implies
uniform emissivity. a proportionality constant aD(1).

The difficulty of the problem is increased when the medium is In this paper, the method of scale analysis was used to identify
radiatively participating, as the conservation of energy equatidndamental nondimensional groups to improve understanding of
that must be solved becomes a nonlinear integro-differential eqdiae relationship between convection and radiation in forced, natu-
tion [7]. It should be noted that most investigations involvingal. and mixed convection boundary layer flows. Scale analysis
participating media limited their theoretical developments t8ISO yields expressions for “back-of-the-envelope” estimations of
simple geometries with gray media in order to investigate tHeat transfer in limiting situations. Similarity models were devel-
general trends of the interaction between radiation and convectf@ped and used as semi-analytical solutions of the problems against
heat transfer. To further simplify the problem, the extreme casdich the results of scale analysis were verified. The ability of the

of optically thin and thick media can also be implemented. For tfimensionless groups produced by scale analysis to correlate ex-

limiting case of very large optical thickness, the integral terms th@efimental data has also been demonstrated. The results of the
ale analysis are summarized in Table 1 and should be of interest

occur in the energy equation due to radiation are removed; c academic researchers as well as practitioners because of the
sequently, conventional boundary layer solutions such as Simil&- : . Well as practit u
Closed-form analytical representations.

ity solutions can be appligl]. The removal of the integral terms
is achieved by using the Rosselafut diffusion) approximation, Model
which can be used to represent the radiation flux and simplify tIZe ode
energy equation. Although the diffusion approximation works We consider combined radiation and convection heat transfer
well within the interior of the media, it breaks down near théor two cases of laminar, steady, two-dimensional, forced, natural,
physical boundaries since it is unable to account for short-ranggd mixed convection heat transfer from a semi-infinite vertical
radiation effects and does not account for radiative fluxes frow@ll. The first case is that of heat transfer from a gray wall with a
boundary surfaces. Although this is a serious restriction, the optPecified heat flux to a non-participating medium. The second
cally thick approximation may be useful in the investigation ofase is that of heat transfer from a black wall with a specified
general effects of radiation on the temperature profile in tHgmperature to an optically thick, gray, non-scattering medium.
boundary layef7]. These cases were chosen because they are amenable to scale
Viskanta and Grosh performed a similarity analysis of lamingt"@lysis; however, they are also of interest in several state-of-the-

flow over a wedgdi.e., Falkner-Skan flowfor an absorbing and art applications. For ex_ample, the first case can be a low order

emitting, optically thick, gray mediuffiL]. They found that the net .modeI. for heat transfer in solqr coI.Iectors and in gas phase CVD,

effect of radiation was to always increase the heat transfer rdfg'uding Gas-Jet CV14]. Likewise, the second case can be
ed for initial modeling of high temperature, liquid reagent CVD,

when the medium absorbs and emits radiation. The ther ; : -
boundary layer was always found to thicken when radiation w&s, "Well as high temperature metallurgy and materials processing.
\We always neglect the contribution of radiation to internal en-

present, which was attributed to the fact that radiation provides an ; -

i ; o - ergy and the pressure tensor. Therefore, if radiation effects are to
additional mechanism to distribute energy. In addition, as the th 15 included they will appear only in the heat flux term in the
mal radiation becgme the predominate mode of heat. tran;fer, rgy equalttion, and in the boundary conditions. In addition, the
temperature gradient at the wall departed more from linearity. Thy, ing routine simplifications are madéa) the viscous dissi-
results from the analysis serve as a limiting solution for the casejq,

. . . ; tion, flow work, and volumetric heat generation terms in the
which the optical thickness of the boundary layer is large. energy equations are negligiblég) the boundary layer approxi-

The effect of radiation on heat transfer is more significant iH1ation may be appliedincluding the assumption that the varia-
free convection boundary layer flows than it is for forced convegion of the radiative heat flux in the direction is negligible com-
tion [8]. Crzisik considered a heated, opaque and gray verticghred to its variation in thg direction); andc) all fluid properties
plate at uniform temperature submerged in an absorbing, emittingith the exception of density when applicable for the Boussinesq
incompressible, gray fluid of infinite extefit]. Applying the dif-  approximation)may be treated as constant.
fusion approximation, he found a complete similarity solution. Note that the constant property assumpti@), includes radia-
The results demonstrate that the net effect of radiation is to ifive properties, and the effect of refractive index on emitted pow-
crease the thickness of the thermal boundary layer in free convegs is not considered.e., refractive index is set equal to unityt
tion. This is supported by numerical results, which have alde also important to keep in mind that the presence of radiative
shown that radiation enhances the effect of buoyancy forces, &t transfer may make the boundary layer assumption incorrect
well as increases the temperature, velocity, and conductive hdat to thickening of the thermal boundary layer for participating
transfer at the wall9]. In addition, radiation coupling renders themedia[1,15]; the scale analysis results provide a simple method
heated surface temperature more nearly uniform than without &f-checking the validity of this assumption.
diation effects[10]. Other solutions presented by Cé¢ss], Ar-
paci[5], and Cheng and fisik [12] address the issue of radiation3 Nonparticipating Medium

in free convection. These investigations implemented the singulareg, the case of a nonparticipating medium, we investigate

perturbation technique, approximate integral technique, aggced convection and natural convection with the thermal bound-
normal-mode expansion technique, respectively. ary condition aty=0

Scale analysis offers many complimentary benefits to other
more sophisticated and complex solution techniques used in heat
transfer and fluid mechanics. The overall objective of scale analy-
sis is to produce physically accurate order-of-magnitude estimat
for the quantities of interest. It is a highly efficient means o
analysis, yielding considerable insight into a problem for a sm
investment of intellectual effort. When properly performed, scale™"
analysis not only anticipates within a factor of order of dpe 3.1 Scale Analysis of Nonparticipating Medium. To the
within percentage pointshe same results produced by exhaustiveest of our knowledge scale analysis has not previously been ap-
exact analyses, but it is also a necessary precondition for goglied with radiation included. The problem of interest for a non-
analysis in dimensionless form. Using the tools of scale analysgrticipating medium is one for which the wall heat flay, , is
governing equations are rewritten as balances; we use the sapecified, and the radiation effects are at the boundary condition.

JT 4 4
qW:_kW"‘O’s(TW_Tx) Q)

S . . .
quation(1) assumes that the wall exchanges radiant energy with
large enclosure at the same temperature as the free stream fluid,

Journal of Heat Transfer APRIL 2004, Vol. 126 / 251

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Summary of results and definitions

(€] (Tfﬁ T2) (T, +T..) The ratio of the difference of the _
temperatures to the fourth power, which
drives radiative heat transfer, to the
difference of the temperatures, which drives
convective heat transfer.

Nonparticipating Medium § defined in Eqs(2) and(3))
Radiation to convection parameter; when

H oe®4 Hgc is O(1) or greater, convection effects
RC K quickly become negligible. IHg¢ is less
thanO(1), convection effects dominate
Wall . . - .
Ty~ T
Temperature US(T;‘V*T?C)‘FK( w )~qw ;rowois estimated by finding the positive real
Estimate & '
Optically Thick Boundary LayeiN<1
ki The conduction to radiation parametét;
N . determines whether radiation or conduction
o0 dominates the heat transfer from the wall.

Radiative Prandtl number, the ratio of
Prg Nv/a molecular diffusivity of momentum to
radiative diffusivity of thermal energy

O rc, PlR<1 x(RePrg) "2, Scale of thermal boundary layer thickness in
combined forced convection and radiation
heat transfer for an optically thick medium
and smallN, small Pg

St rc, PlR>1 X Rglfzpra us Scale of thermal boundary layer thickness in
combined forced convection and radiation
heat transfer for an optically thick medium
and smalN, large Pg

Sine PR<1 x(PRNRa) ~ 4, Scale of thermal boundary layer thickness in
combined natural convection and radiation
heat transfer for an optically thick medium
and smallN, small Pg

Syne, PR>1 x(NRa) ¥4 Scale of thermal boundary layer thickness in
combined natural convection and radiation
heat transfer for an optically thick medium
and smallN, large Pg

Sne, Pir>1 XpriFl{/Z(N Ra) ¥4 Scale of velocity boundary layer thickness in
combined natural convection and radiation
heat transfer for an optically thick medium
and smallN, large Pg

The thermal mixing paramete¥];, goes to
zero as forced convection dominates, to
AFc infinity as heat transfer becomes

My Sene predominately due to natural convection
' effects, and iD(1) when the transition
between the two modes occurs
Heat Transfer &
Estimate NUN- ~1

The analysis we performed is general to natural or forced convec- 5,
tion, provided the appropriate boundary layer thickness scale from Pr<1: X ~(RaPr)~ 4
Egs.(2) and(3) is chosen. 3)
The scale analysis of the continuity, momentum and energy
equations for forced and natural convection and a nonparticipating Pr>1: §~Ra; 1/4
medium are identical to those presented by B¢je8]. The scale X
of thermal boundary layer thickness,, depends upon the mode
of convection and Pr, and for forced convection is given by ~ Note that Eq(3) is valid in the limits of the Boussinesq approxi-
mation used in the momentum equation for natural convection
[13].
The scaling for the heat flux boundary condition at the wall as

S
Pr<i: ;tfv(RePD; 172
@) given by Eq.(1) requires that

5
Pr=1:—~Re Ypr 12 (TueT.)
qw,\,ku

. o +oe(Ty—T2) )
while for natural convection it is given by 2

252 / Vol. 126, APRIL 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Note that here we depart momentarily from customary scale 10"

analysis[13] to include a summation of two terms, possibly of

unequal magnitudes. This is acceptable only because the radiation = Natural Convection

term simply adds a constant with no approximation. —— Forced Convection
The local Nusselt number,

QuX

TR ©

is marked with an asterisk to emphasize that it no longer has the
normal meaning of dimensionless temperature gradient.
Substitution of Eq(4) into Eq. (5) yields -1

X
Nu; ~ =+ ——X 6 H
X 5t k ( ) RC
Fig. 1 Nonparticipating medium heat transfer results from
(T2 T2
O=(Tyy+To)(Ty+Ts) (7) similarity solution, Pr =1, T,=0. For the forced convection
L L . %ase, the free stream velocity is uniform while the wall heat flux
Therefore, the relative importance of radiation and convection Qi o3
. : \ ?es as x4
the heat transfer problem can be determined by the magnitude 0

a radiation to convection parametetic,

ae0 6,
HRC=Tt (8) 0O(1), convection effects dominate. As a result, the similarity so-

lutions support the validity of the results obtained from scale

The portion ofHgc that derives from radiation effectse®, is ~analysis.

sometimes used as a heat transfer coefficient for radiation in a; 3 gcaling Experimental Data. In addition to providing
linearized radiation rate equatigh6]. The role performed by the qqimates in limiting cases and revealing the parameters that can
radiation to 0011\1/ect|on parametéfgc, would more typically be ho sed to determine the dominant physics, scale analysis also
assigned to Bo", where Bo is the Boltzmann number, usuallye|ds combinations of dimensionless groups that can be used to
defined a417] best correlate experimental data.

Cess performed an asymptotic analysis of the case of free con-
= (9) Vvection from a vertical wall with uniform imposed heat flux for
oTs which radiation effects were includé#@]. He considered large and
Fmall values of the following parameter used for asymptotic ex-

pCU.,
Bo=—~

BecauseT,, is not known for the specified heat flux problem o

. . . ansion:

interest, the value used in Eq3) and(8) is the scale of the wall P

temperature, which is the real root of Ee) that is greater than oeT3 [ Bkp?x| 15

T, . It should be noted that E@4) is not a simple polynomial in &= K (—) (11)
T, for the case of natural convection, because the expressions for 9580w

d; containT,, in the Rayleigh number. According to Cess¢ determines the influence of radiation. In

3.2 Similarity Model for Nonparticipating Medium. To addition to developing the nondimensional paramete€ess 2]
verify the scale analysis results for the above case of a ndiS© Performed an experiment to validate his res(ge insert,
participating medium considering both forced and natural convecid: 2)- The data is presented as NufGversusé, where Nu is
tion, similarity solutions are developed for each case by applyiﬁ e convective Nusselt number calculated with the radiative heat

a single parameter group transformation metfib8]. Successful flux removed. o
similarity solutions are obtained by requiring the reservoir tem- Although Cess’ worK2] significantly advanced the understand-
similarity transformation for the forced convection is found by?ondimensionalization has several shortcomings. First, when con-

requiring the specified nondimensional wall heat flux to vary witidering Cess’ experimental data plotted using his nondimension-

the nondimensional distance according to alization of the problem, the value gfwhen the convective and
radiative heat fluxes are equal is about 0.12; w&&n0.3, which
q* =x* 2n-23 (10) s still well below unity, the radiative heat flux has become 2.9

o . _ times greater than the convective heat flux. Second, fronf1Hg,
whereas the similarity transformation for natural convection isgis clear that for cold surroundingge., low T..), & will be low
found by requiring the wall heat flux to vary as***. Though the ~ despite the fact that iT,, is high radiation effects could be im-
required boundary conditions made the similarity models of limportant. Consequently, although it is true thatédsecomes very
ited applicability in the solution of physical problems, the entirgarge or small limiting behavior is indeed approached, the magni-
motivation was to produce semi-analytical results with which wgide of £ when the transition occurs between the dominance of
could validate our scale analysis results. radiation and convection varies enormously.

When comparing the radiation to convection parametey, If on the other hand we replot Cess’ experimental data in Fig. 2
obtained from scale analysis and defined in @) to the similar- ysing the new scales that we identified using scale analysis,
ity solution results, it becomes clear that the parameter correcﬂm;c((gtlx) andHgc, it becomes immediately apparent that the
predicts the transition from the dominance of convection to radifnslementation of these scales reveals transitions much more
tion heat transfer. When convection effects dominate, the Nussglily. The data clearly follows the same trends as the similarity
number based upon the thermal boundary layer thickness sc@@ution results in Fig. 1. When the two components of the heat
Nuy (8;/x), will be of order one. When radiation effects domi-lux are equalHgc is 0.49, and by the time the radiative heat flux
nate, NJ (&,/x) will vary linearly with Hgzc. And indeed, as is 2.5 times the convective heat flukizc has exceeded unity.
shown in Fig. 1, results confirm that whetyc is O(1) or greater, Unlike & Hgc is alwaysO(1) when radiation and convection
convection effects quickly become negligible Hk is less than effects are both important.
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1 X X
10 Nu¥ ~ 5 oN 15
h't—.’ —'—t’ (14)
conduction radiation
o e N is the conduction to radiation parameter; it determines whether
g - ¥ i radiation or conduction dominates the heat transfer from the wall.
S ° g It is commonly defined af17], N=k«k/(40T3) yet in our scale
2035 B % analysis we find that the best definition Mfis
L kx
§X o 107 10° ~ 00 (19
s
*gx & The factor of 2/3 that would appear in Egd.4) and (15) is

dropped because the analysis is order of magnitude.

iy 4.1.1 Forced Convection.For forced convection, scale
analysis of the continuity and momentum equations is unchanged
from that for the nonparticipating medium case because we ne-

10° 50 . glect radiation pressure.
° The scale analysis of the energy equation, for an optically thick,
e £=02 : : ; :
o eos2 nonscattering boundary layer flow with the previously mentioned
o 000 o £=0.96 simplifications starts with the following balance
107 10° 40(Ty~Ts) (T,—T.) u(T,~T.)
csG)x(RaxPr)'1/4/k 3k 5[2 5z2 or pcy X
, (16)
Fig. 2 Data from Cess [2]; heat transfer from isoflux surfaces radiation condution advection

of different emissivities to air. The insert, a semi-log plot,
shows the data as Cess presented it. The outer log-log plot is

the presentation suggested by scale analysis. We are interested only in cases for which radiation is important.

Therefore, we set the radiation term®@{1) and find after rear-
rangement

4 Optically Thick Medium

In an optically thick medium, the radiation penetration length is
so small compared to the characteristic length of the fluid that tWe define PE as the Peclet number=ugx/a) based upon the
radiation transport process _becomes dn‘fusnon-_llke, and the 'nk?élocity scale in the thermal bound’aryslayeg. The velocity
gra_l nature of the problem is remoyéﬁ]._ Even in t_he extreme cale in the thermal boundary layer will only be the free stream
op_tlcally thick case, however, the d|ff_u3|_on approximation is n elocity, u.,, if the thermal boundary layer is thicker than the
suitable for predicting temperature distribution in the 'mmed'at\?elocity, bgljndary layef13]

VICAnslgjr?\firtlhenveYalliL ible axial radiative heat transport, the boung- From Eq.(17) we see that the limiting case for which there is a
9 neglig ; T Ansport, qnermal boundary layer is that for which advection balances radia-

ary layer energy equation retains its parabolic character, and {l5n. For this to be the case E(.7) requires that conduction be

cludes the divergence of the radiative heat flux, which for a gray, '" iblv small and '

non-scattering medium, can be written glgroly

5\
(;) Pe&N or N~O(1). 17)

Ao dT¢ N<1 (18)
9R=" 3¢ dy (12)  along with the restriction
2
A medium can be considered optically thick«y> 1. Although (5) Pe>1 (19)
the optically thick approximation fails for some region very close
to the wall, so long a& é; is sufficiently large, the results obtained . . -
from scale analysis of the optically thick case are valid. llgeazwea?lugiin;g:itﬁ;n;aﬁzegagﬁclze(%r?)ﬂ;‘%g) the validity of the
The boundary layer assumption is valid when the bounda?)(; y
layer region is slender, i.e§<x and §,<x. The scale analysis 15,
provides expressions to estimate the boundary layer thicknesses Nuf ~ Nx (20)
with radiation effects included, and therefore allows the validity X

of the boundary layer assumption to be quickly checked. For the limiting case described by E(.8), there are two possi-

4.1 Scale Analysis of Optically Thick Medium. For an op- bilities that determine the appropriate velocity scale. If the thermal
tically thick boundary layer, a surface energy balance on the Wa@c’)gniiﬁry Itiyer 'SI thflcker ltha.:‘ t_hetr:/elfocny ?oundaryl Ia>t’§{.(
incorporating Deissler’s approximation to reduce the error intro- —)U en de Scale for velocily IS the free stream velocity, 1.e.,
duced by applying the optically thick approximation at the walfls= Y=, an

[7], yields 5 »
—~Re, Y2(PIN)~ 12 (21)
B kaT 20 JT* 13 xS
= ady 3k dy (13) Equation(21) provides the scale of thermal boundary layer thick-
. . . ness for the case of
Applying scale analysis, we rearrange Ef3) as the following
balance (PrN)~ Y21, (22)
254 | Vol. 126, APRIL 2004 Transactions of the ASME
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Because the thermal boundary layer is thicker than the velocipr this case the scale for the thermal boundary layer thickness is
boundary layer for this case, E@1) must be used when checkinggiven by

the validity of the boundary layer assumption for larg®&lPr

A similar analysis for the reversed relationship between the

thermal and momentum boundary layefs< 8, leads to

5
~ ~ Re (PP (23)

for
(PrN)~ ¥3<1 (24)

The combination of Eq(21) or (23) with Eg. (20) allows a
quick estimation of the heat transfer. Additionally, E21) or (23)

O
~~ (NRa)~ (31)
and the scale for velocity is found to be
o Ra( 1/2
Ug~ ;(W) . (32)

For the case of a thermal boundary layer in which friction bal-
ances buoyancy, the velocity boundary layer will be thicker than
the thermal boundary layes> &, , due to the presence of a region
outside the thermal boundary layer in which buoyancy effects are

provides a means to easily determine when the diffusion approisent, put fluid is moved through the action of viscous forces,

mation is valid by yielding a simple expression fof; . Note that
the result expressed by E@3), although valid, holds only in the
extreme case that both E(L8) and Eq.(24) are satisfied. The
validity of Egs. (20) and (21) in the limit of small N will be
demonstrated using a similarity solution.

Following Cess[2] definition of the “radiative Peclet number,”

which are balanced by inertial forcgs3]

(33)
L. friction  inertia i .
Combining EQgs.(32) and (33) we obtain an estimate for the

the grouping PrNs termed the radiative Prandtl number and it idoundary layer thickness, which allows the validity of the bound-
given the symbol, Ry. It can be thought of as a ratio of molecularary layer assumption to be checked

diffusivity of momentum to radiative diffusivity of thermal en-
ergy.

4.1.2 Natural Convection. For natural convection the bal-
ance expressed by E(.6) is still true, and Eq(17) is rearranged

va PrR?(NRa) ™ ¥ (34)

It must be borne in mind that for radiation to be balanced by

to obtain an expression for the scale of velocity in the thermabvection, Eq(18) must again be satisfied. Thus, E(31), (32),

boundary layer when advection balances radiatian, Eqs.(18)
and(19) hold true):

ax
Us™~ 2

. 2
SN (25)
where« is the thermal diffusivity. The scaling of the momentu
equation is identical to the nonparticipating medium c4$8],

except the expression for the velocity scale provided by(Eg)

and(34) are valid only when both Eq18) and Eq.(30) hold, and
the condition of Pg very large wherN is very small makes these
results valid only when Pr is extremely large.

Finally, all of the natural convection results presented required
the assumption that radiation is balanced by advection, and, there-
fore, that Eq.(18) be satisfied; consequently, E@O0) holds for

Mhatural convection when radiation effects balance advection ef-

fects.

has to be used, resulting in the following balance in which buoy- 4.1.3 Mixed Convection. Equation(20) holds for the natural
ancy terms are set t®(1) and balanced by either inertial orand forced convection results provided advection rather than con-

frictional terms:
1

Pre

1
_NRaX or

x 4
o

inertia

x 4
5

friction

~0(1)
buoyancy

NRa,
(26)

Comparison of the terms reveals that inertia balances buoyal
when

Pry<1. (27
And in this case, the resulting scale for thermal boundary layer
thickness is
)
;% (NPrzRa)~ ¥4, (28)
In turn, we find that the scale for velocity is
o
USN ;(R@Pr)llzl (29)

For the case of inertia balancing buoyancy the velocity bound-
ary layer thickness will be the same order of magnitude as the

thermal boundary layer thickneg43] and the validity of the
boundary layer approximation can be checked using(£8).
That Eqgs.(20) and (28) hold for natural convection in the lim-
iting case of inertia balancing buoyancy and smalilill be dem-
onstrated using a similarity solution.
Alternatively, friction will balance buoyancy when

P> 1. (30)

Journal of Heat Transfer

duction balances radiation. It suggests that the importance of
forced or natural convection to the convection-radiation heat
transfer problem can be investigated in a manner identical to the
case of advection-conduction boundary layer heat tranfgr A
thermal mixing parameteiM 1, that goes to zero as forced con-
vection dominates, to infinity as heat transfer becomes predomi-
nately due to natural convection effects, and is of order one when
the transition between the two modes occurs, can be defined using

¥ ratio of the respective effective thermal resistances of the

boundary layer based upon pure forced convection and pure natu-
ral convection. Thus,
M=——, N<1 (35)
5t,NC
where FC and NC indicate that the scales are for the pure convec-
tion cases. The resulting definition 8+ depends upon Rrand
can be constructed using Eq21) and (23), or (28)and (31)

(Ra(Pr)lM
PrR<1:MT:W

(36)
Pr>1:M (NRay "
4.2 Similarity Solutions for Optically Thick Medium. To

verify the scale analysis prediction of the heat transfer in an opti-
cally thick medium, Eq(20), similarity solutions were obtained
for both forced and natural convection optically thick boundary
layer flows. The optically thick approximation yields similarity
solutions for forced and natural convection with a constant wall
temperaturd7]. For the case of forced convection similarity so-
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Fig. 3 Optically thick medium heat transfer results from simi-
larity solution. Forced convection (FC) results are for Pr =1, u,,
and T, constant, and T.=0, and are read using the right axis.
Natural Convection (NC) results are for T,=1000°K, T,
=500°K or OK (T,=0.5or O respectively ), and Pr=1 or 0.1. They
are read using the left axis.

lutions exists for Falkner-Skan wedge flows]. The wall heat

flux is found using Deissler’s approximation, E4.3), to reduce

results of the forced convection analysis, while fdr greater
than order one the natural convection scales apply.

5 Conclusions

Through scale analysis we have developed closed form analyti-
cal expressions that allow simple classification of several cases of
combined convection-thermal radiation heat transfer problems.
The first case considered included both forced and natural convec-
tion heat transfer components in conjunction with radiative heat
transfer from a gray wall with a specified heat flux to a surround-
ing nonparticipating medium. The second case included forced,
natural, and mixed convection heat transfer components in con-
junction with radiative heat transfer from a black wall with a
specified temperature to an optically thick, gray, nonscattering
medium. Similarity models were developed and used to verify the
scale analysis results and showed very good agreement for all
cases considered. Additionally, the ability of the resulting nondi-
mensional groups to correlate experimental data has been demon-
strated. The following significant conclusions were obtained from
the scale analysis results and are summarized in Table 1:

» For the case of a specified heat flux to a surrounding non-
participating medium, scale analysis yields the dimensionless
group in Eq.(8), Hgrc= o0& &, /k, which determines whether radia-
tion or convection effects dominate,
 Also for a specified heat flux to a surrounding nonparticipat-

the error introduced by applying the optically thick approximatioi’d medium, scale analysis provides an estimate of the wall tem-
at the wall[7]. Results are plotted in Fig. 3 so that the validity oPerature through the solution of an algebraic equation,(&q.

the scale analysis results given by E20) in the limit of smallN
becomes evident. For smaill, NufNé;/x is O(1) as Eq.(20)
implies, while, for largeN, NufN§,/x varies linearly withN,

which indicates that convection dominates. The transition clea

occurs wherN is O(1).

A similarity model exists for the case of combined mixed co
vection and optically thick radiation heat transfer for a constal

wall temperature and free stream velocity varyingx@€ (see

Appendix). Using the similarity model, the wall heat transfer w

calculated for a variety oM for the case of Pr& and N

=0.01. Once again, Eq13) was used to compute the wall heal
transfer, and results are presented in Fig. 4 so that the validity&fal

the definition ofM+, Eqg. (36), is evident. As predicted, favl;

less than order one, the resulting heat transfer scales with

10
X
2
=, 0
£ 10
* x
=)
Z
-1
19 1 0 1
10 10 10
M

Fig. 4 Optically thick medium heat transfer results from simi-
larity solution for mixed convection. u, varies as xY¥2, T, is
constant, T.,=0, Pr=1, and N=0.01. Note that results are plot-
ted in terms of the forced convection thermal boundary layer
thickness scale, &, rc, so that the transition from forced con-
vection to natural convection dominance is clear; however, the
resulting higher values for natural convection should not be
misinterpreted as improved heat transfer.
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» For the case of an optically thick, gray, nonscattering me-
dium, scale analysis suggests that the best form of the conduction
to radiation parametel, in optically thick boundary layer prob-

J s is that given by, Eq15), N=k«/(o0).

 Also for an optically thick, gray, nonscattering medium and

for smallN, we find that the determination of the importance of

rP{,Joyancy effects in a forced convection flow with thermal radia-
I

on, or, conversely, the importance of assisting flow in a free
convection-thermal radiation problem, can be found by determin-

ai?'ng the magnitude of a thermal mixing parameds;, defined in

Eq. (34).

» Finally, for an optically thick, gray, nonscattering medium,
e analysis yields a closed form expression, (EQ), for esti-
mgtion of the nondimensional heat transfer wites 1.

Nomenclature

Hrc = radiation to convection parameter
Gr = Grashoff number, §(T,,— T..)x3/ v?
M+ = thermal mixing parameter
N = conduction to radiation parameter
Nu, = convective Nusselt number, based on local convective
heat flux
Nuf = Nusselt number based on local total heat flux
P& = Peclet number based any, ux/a
Pr = Prandtl number
Pr; = radiative Prandtl numbePrN
Ra, = Rayleigh number, §(T,,— T..)x%/(av)
Re, = Reynolds numbeny..x/v
k = thermal conductivity
g = heat flux
u = x-component of velocity
us = scale for velocity in the thermal boundary layer
x = coordinate aligned with wall
y = coordinate orthogonal to wall

Greek Symbols

a = thermal diffusivity,k/(pc,)

6 = velocity boundary layer thickness scale
6, = thermal boundary layer thickness scale
e = total hemispherical emissivity

« = absorption coefficient
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v = kinematic viscosity f’(0)=0
o = Stefan-Boltzmann constant
& = Cess’ convection to radiation parameter for natural f(0)=0
_ convection (o) = A (42)
Subscripts , .
w = value at the wall h’(0)=Dh%(0)-E
FC = forced convection h(«)=0
NC = natural convection
R = radiative Nonparticipating Medium, Natural Convection. A success-
» = value in the free stream/reservoir ful transformation of the governing equations and boundary con-
ditions requiresT..=0, andq,,=x"*'% The similarity variables
are
Appendix Y
7= @m
Similarity Solution. The governing equations are considered
in non-dimensional stream function form and are written using the Y
simplifying assumptions described in secti@). f=em (43)
The stream function ik, and U, is the reference value for
nondimensionalization of the free stream velocity. The mean- h=Tx1

ing of all other variables and reference symbols should be cle
The following nondimensional parameters appear in the resulti
equations ( denotes an appropriate reference value

ﬁée transformed governing equations are

5 Ch
£+ ——ff"— ——f'?+ —=0, and

_ Urzyr2 _ VX, o glgTrXryr2 118 118 B
IR T 7 7 8 f'h
' h r 37) h"+Pr——fh'+Pr——=0 (44)
3 3 11B 11B
oey, Ty aryr aTiX
Tk T kT and F= —PCpKYr‘I’r The transformed boundary conditions are
The thermal boundary conditions at the wall and the free stream f7(0)=0
velocity boundary condition for forced and natural convection are f(0)=0
kept general, i.e.,
f'(0)=0 (45)
a(x,y=0)=au(x) or T(x,y=0)=Ty(x) (38) H(O)=DhAO) E
and (0)=Dh*(0)~
h(e)=0
LX) = U (X). (39) )

Optically Thick Medium, Mixed Convection. A successful

A single group parameter transformation is found as described iyt rmation of the governing equations and boundary condi-
Ozisik [18], and the governing equations and boundary COI‘IdItIO{ISnS requiresT,, constant ands, = x'2. The similarity variables
are transformed. In order to find a transformation, it is necessa& w * :

to specify the form of the variation of the boundary conditions if'e

Egs. (38) and (39), and it may be necessary to et equal to y
zero. The similarity transformations, restrictions, and resulting 7= A
equations are detailed below. The resulting boundary value prob-
lems were solved using a shooting technique. \J
— . : f=am (46)
Nonparticipating Medium, Forced Convection. A success- X
ful transformation of the governing equations and boundary con- h=T
ditions requiresT.,=0, u.,=x" andq,,=x""2"
The similarity variables are The transformed governing equations are
y 7+ > ff”+f,2+ A +C h I =0
n= @-ne 1B 2B 2B ' B T 47
') " 1_6 "h3 i ’ ﬁ 2112 _
f:Xn+12 (40) h+Pr38hh+Pr4th +Pr B h*h’=0
T The transformed boundary conditions are
h=mom f'(0)=0
The transformed governing equations are f(0)=0
G MEL o AN t(2)=VA (48)
g Tl Tt T an T,
h(0)=—
b pr Y e e g 41 K
TPrp th —Prgg 1= (41) T,
. h(e)=—
The transformed boundary conditions are T
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v.nong | EXperimental Study of Bubble

ww | Dynamics on a Micro Heater

State University of New York at Buffalo,

Buffalo, New York, 14260 Induced bv PUISE Heating

N. Ashgriz
Department of Mechanical and Industrial An experimental investigation of the rapid formation and collapse of bubbles formed on a
~ Engineering, micro heater (2580 ,um% is presented. Short electric pulses in the range pfslto 4 us
University of Toronto, are applied to the resistive heater, which is immersed in deionized water and generates a
5 King's Gollege Road, heat flux of more than 750 MWmA stroboscopic technique with a time resolution of 30
Toronto, Ontario, Ganada M5S 368 ns and spatial resolution of 2m was used to capture the dynamics of the bubble growth
J. Andrews a_nd _col!ap_se. From the nucleation theory, the nucleation_ temperatures are _close to the
, . kinetic limit of superheat and weakly depends on the heating rate. The velocity, accelera-
Wilson Center for Research and Technology, tion, and the pressure profiles after the vapor sheet formation are presented.
Xerox Corporation, [DOI: 10.1115/1.1650388

Webster, New York, 14580
Keywords: Boiling, Bubble Growth, Channel Flow, Heat Transfer, Two-Phase

1 Introduction pulse. In these experiments the initial nucleation events appear to
- . - . . . be localized to specific spots on the heater surface. Other bubbles,
e e heh SParenly not associed wih speic locaons on e heatr
tric pulse(1 to 5 us) generates a h.igh heat flux on 6’1 micro siz% rface, form later in the heating phase. This col!ectlon Qf early
heater, which is exposed on one side to the ink. The ink beco Rooler bubbles and later hotter bubbles coalesce into a single va-

) ! ’ ) film that covers the entire heater surface. This vapor film
highly superheated and reaches metastable state, forming a v

bubble. This t f rapid heati d bubble tion i ands to its maximum size and then collapses. The bubble size,
ubble. This type ot rapid heating and bubble Tormation IS 1gae ata of expansion, and the time for bubble growth and collapse
ferred to as explosive boilin1—3]. Sudden formation of the d

. Lo end the the bubble nucleation and heating condition and they
vapor bubble generates a pressure impulse, which, in turn, res

in the growth of the bubble. The rapid growth of the bubble ejects ence the magnitude of the impuilse that can act to move fluid.
a small drop of ink out of a nozzle located close to the heater.1.1 Literature Review. A theoretical model for the hetero-
Once the bubble collapses, the nozzle refills due to capillageneous nucleation was proposed by Hi8Ufor the growth of
forces, becoming ready for the next pulse. pre-existing nuclei in a cavity on a heated surface. The model
The liquid must be superheated to form a vapor bubble. Thecluded the effect of nonuniform superheated liquid. The equa-
degree of superheat depends on the properties of the liquid, stioin for the activation curve of bubble nucleation was derived by
as surface tension, viscosity, and the conditions of the heatingmbining the Clausius-Clapeyron and the Young-Laplace equa-
process. For conventional boiling process at low heating rate, thens. Then, by substituting the linear temperature profile into the
superheat is only a few degrees above the boiling point of tieguation, the range of active cavity sizes on the heated surface
liquid. However, the superheat can approach 90 percent of thas obtained.
critical temperature of the liquid with high heat fl{,5]. Bubble =~ The theory of bubble nucleation in a superheated liquid was
nucleation occurs when the liquid is sufficiently superheatetirst applied to the concept of thermal inkjet by Allen et [@).
There are two classes of bubble formation mechanigh®,7]. They were able to determine the minimum conditions for the first
One is based on the heterogeneous nucleation, which occurs whehble nucleation by applying Hsu's thedi§]. Time dependent
small gas bubbles trapped in minute cracks or crevices on tggnperature profiles above a heater surface were obtained. By
heated surface become the initiation sites for bubble growth wheperimposing the activation curve with the thermal boundary
the liquid is superheated at the liquid/solid interface. Heterogkayer, the initial bubble size and the minimum temperature for
neous nucleation depends strongly on the properties and the gecleation were determined. Based on a one-dimensional model
ometry of the heater surface. The other is based on the homoggd by assuming the nucleation temperature to be the superheat
neous nucleation, which is the result of thermally driven densiﬁFrlit of the liquid at 330°C, transient temperature profiles for the
fluctuations within the liquid. When the density fluctuation is sufbeater structure and the bubble surface after nucleation were ob-
ficiently large, the low density volume can seed bubble growtkgined. It was noticed that the decay time to ambient temperature
Therefore, homogeneous nucleation depends primarily on the If§em its initial state was only several micro-seconds afteuss
uid properties. The liquid properties, heated surface properti®§ating pulse. The thermal effects of the passivafjmotective
and the heating kinetics can determine which of these mechanis#Rgting)layer on the heater surface were also analyzed. The re-
is dominant. sults showed that the effective pulse energy required for bubble
High heat flux condition creates a large temperature gradigticleation increases with the thickness of the passivation layer.
adjacent to the heater surface. Under the experimental parametersai [6,9,10]conducted a series of numerical and theoretical
of this study, the initial bubble growth is limited to a small volumestudies on the bubble nucleation and growth in thermal inkjets. A
of liquid very near the heater surface. Bubble growth outside tif§€-dimensional numerical model of bubble growth and collapse
thin thermal layer is affected by cool liquid and is therefore corNd the resulting flow motion was presen{@. The model is

trolled by the initial momentum generated from the pressure irfivided into two phases. The first phase is for the state before
bubble nucleation. The heat transfer process in this phase is ap-

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF prO.XImatEd bY a One_dlmenSIO.nal heat conduction e%uatlon from
HEAT TRANSFER Manuscript received by the Heat Transfer Division November BWh'Ch nUCIeanon_temperature 1S estlmate_d to be 270°C. The sec-
2002; revision received November 25, 2003. Associate Editor: V. P. Carey. ond phase describes the bubble generation, growth, and collapse.
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The temperature and pressure in the bubble are assumed to be
uniform and to be related by Clausius-Clapeyron equation and the 2 {
equation of state. Their results show that the initial pressure is N SN, (0.15 um) §
around 4.5 MPa, but it decreases to less than 10 kPa jas10n T
addition, effects of viscosity of the ink, the nozzle outlet length,
and three different operating voltages on the bubble formation
were investigated. A theoretical model was also developed to pre-
dict the nucleation process. Nucleation probability was derived
from the classical nucleation theory and was used to simulate the
initial bubble growth process. It is concluded that the incipient
boiling time is not a point value but a stochastic variable and as
the heat input increases the initial bubble growth process becom
more reproducible and less rand§6i. Another theoretical model
of bubble dynamics was proposed by A$a0]. The nucleation
temperature as a function of heat flux was obtained from the clas-
sical nucleation theory. The result showed that the nucleation tefticleation. First, a bubble grew and departed when the input cur-
perature increased linearly with the heat flux. An analytical exent was constant or increased. Second, a bubble collapsed when
pression for the time dependent bubble pressure was develogB8.current was turned off abruptly. Third, the size of the bubble
The bubble growth process was described as an impulsive mot@#creased and stayed on the top of the heater when the current
of a thin vapor film caused by initial bubble pressure. was reduced gradually. Some important bubble formation phe-
An empirical equation for the nucleation criterion was derive§Omena such as Marangoni effects on a micro scale, controllabil-
from the experimental results by Run@il]. By observing the ity of the size of the micro bubbles, and bubble nucleation hyster-

nucleation time and calculating the unsteady heat conducti§fiS Were reported.

equation numerically, the temperature at the nucleation point was2N@0 €t al[15] conducted an experimental study of explosive
plotted against the temperature gradient. A linear depende orization of the bubble on a micro-heater. By detecting acous-

between nucleation temperature and temperature gradient \);{]Semissions during explosive vaporization process of the bubble,
observed. the bubble volume and the bubble expansion velocity and accel-

Avedisian et al[12] measured the bubble nucleation tempereEration was reconstructed. The vapor pressure inside the bubble
ture by measuring the electrical resistance. The measured re¥{@s lso calculated using the Rayleigh-Plesset equation.

tance was converted into temperature using a calibration heater. h.e mechanism of the n}JcIeatlon process and .subseque.nt
An aluminum-tantalum heater with thickness of Qun, and P ysical phenomenon on a micro heater with high heating rates is

width of 64.5 um was used. The bubble nucleation temperatur%i" not well understood due to the small physical and time scales
was found by identifying the inflection point from time depende the heat_er. In order to better understand the phy5|ca! processes
temperature profiles. Their results were in good agreement w t occur in such systems, we have conducted a detailed experi-

the homogeneous nucleation theory. Therefore, they conclud@fntal studzy of bubble nucleation on micro heaters having an area
that homogeneous nucleation governs the boiling process f V\? ?T?i%ﬁ)r:e’cgngiattglilrjé(c? ];I)lse?\y;/iﬁsa no(i ?hnetmztjgarllisclgggon

micro-heaters at high heating rates. They also noted that the nutt,?e- : ) . '
ation temperature increased with heating rate growth and collapse have been achieved using a laser strobo-

Chen et al.[13] presented a numerical study of the bubbl copic technique. By comparing a one-dimensional thermal model

growth and ink ejection process of a thermal inkjet printhea 16] for a multi-layered heater structure with 'the experimental
OHﬁervatlons, we have determined the nucleation temperature for
al

Based on a one-dimensional unsteady heat conduction model S .
theories presented by Asgi0], the bubble volume, temperature,e ous heat fluxes and initial temperatures. Since bubble nucle-

and pressure at various operating voltages were obtdliG:d3] ation and growth is strongly dependent on the initial heating con-
P p 9 9 S .. dition, effects of pulse width, input voltage, and ambient tempera-
It was found that the bubble volume decreases with increasi e on bubble growth have also been determined§ 12 we

chljtﬁ]ge' Thel relatlonshtlpdbe_lg\r/]ve%r]] thrﬁ,slréold l\t/oltage antd lt(he Ft)U scribe the experimental setup, and the methods for measuring
widih was aiso presented. 1he threshold vollage was taken 1o.8& orent and resistances. In § 3, we discuss the method for

the minimum value that could generate enough heat for bub gtimating the nucleation temperature. In 8 4, we provide the re-

nucleation at the end of the heating pulse. g =
Another experimental and numerical study for the dynamics 81““5 of this study followed by the conclusion in § 5.

bubble and liquid flow in thermal inkjet were presented by Rembe . .
et al.[3]. From the sequence of images captured by the strobd- Experimental Setup and Measurement Techniques

scopic technique, they measured the positions of the ejected liquidrhe heaters under this study were made using a conventional
column and the velocity of the ejected ink from the nozzle. Byhicroelectronic processing on a silicon substrate. The heater con-
employing mass balance and force balance, the dynamic equakéigdied of several hundred individually addressable heaters. Custom
of the liquid column exiting from the nozzle in terms of vapoklectronics controlled by a computer permitted firing an individual
bubble pressure was obtained. By considering thermal diffusionfieater with a selected repetition frequency, applied voltage and
the heater and the liquid, the thermodynamics of the bubble, apdise width. The size of an individual heater isX20 um?. The
the conservation of the energy along with the dynamic equationcgoss-section of the heater structure plus a liquid layer is depicted
state space representation of nonlinear differential equations vilaig. 1. Each heater is 0.45m of doped polysilicor(Si) that is
derived using the integral methods. The temperature in the bubblectrically and thermally isolated from the silicon substrate by
and the movement of the liquid column was simulated by solving5 um of thermally grown Si@. On top of the polysilicon heater
the state representation numerically. The pressure propagation vgas 0.15um layer of silicon nitride (SiN3) for electrical isola-
also obtained. Furthermore, the effect of higher ambient presstitm. The heater interface with water is 0.26m of sputter-
on the movement of the ejected liquid was presented. deposited tantaluniTa). The thermal properties for the materials
Lin et al. [14] conducted an experimental study on the bubblesed in the structure are in Table 1. The heaters are located on a
formation on a line shaped polysilicon micro resistor, which wawsater-filled chamber that is 15 mm long by 1.5 mm wide by 0.5
immersed in the sub-cooled liquids such as Fluorinert fldissrt  mm high (perpendicular to the heajemas shown in Fig. 2. Small
and dielectric fluids from 3M Compahywater, and methanol. photo-patterned polymer walls /@m high and 17um wide sepa-
Three different types of input currents were applied after initiahte the heaters. Microscope cover glasses form the top and front

es .
I§|g. 1 Cross-section of the heater structure (not to scale)
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Table 1 Thermal properties of the materials and horizontal microscopes had 40X 0.5NA and 20X 0.45NA ob-
jectives, respectively. The theoretical optical resolution-i2.2

_ Conductivity Heat capacity Thickness ,m put because of the cameras and imaging through a thickness
Material k (W/m K) pc (I K) (um) of material, the actual resolution is somewhat reduced.
Ink (Water) 0.67 4.09% 10° ®© The stroboscopic measurements are controlled by the system
Ta 57.7 2.32% 10° 0.25  clock. From the system clock, the heater driver and a delay gen-
SizN, 1.67 2.53x 10° 0.15  erator are triggered at a set frequency between 1 Hz and 18 kHz.
Si heater 141.2 1.63% 10° 045  The delay generator allows selectable time delays from several
SO, 13.9 1.66x 10° 1.5 microseconds preceding the firing of the heater to positive delay
Si substrate 141.2 1.63% 10° 250

times limited by the firing frequency. The trigger from the delay
generator is an input to an AND GATE. The other input to the
AND GATE is from the vertical camera “ready to acquire” out-
put. The output of the AND GATE then triggers both the laser
wall through which it is possible to observe the heater surface agobe and the frame grabber. In this way each camera frame is the
the bubble heightperpendicular to the heater surfache cham- image of a single heater event at the selected time delay. By vary-
ber is not sealed by the cover glass, providing an atmospherigg the delay, the time evolution of the nucleation and bubble
pressure boundary condition for the fluid chamber. The back waliowth are observed from the sequence of individual heater fir-
of the chamber is a small mirror that permits observation of tH8gs. The transient heater current is monitored by a high band-
bubble height with epi-illumination. width current probe using an oscilloscope. A constant temperature

The experimental setup shown in Fig. 3 is an improved versidacirculating water bath is used to keep the heatsink at a constant
of a previously developed stroboscopic sysfdm]. Observations temperature. The heater firing frequency is typically 1 kHz to
of an individual heater are made through two microscopes, ofeoid local heating.
having the observation axis perpendicular to the heater surfacefop and front views of the bubble movement at specified time
and the second having the observation axis parallel to the healetay were captured for various heating conditions. The dimen-
surface and the heater long axis. The mirror-800 um behind sions of the bubble at each time frame were obtained from direct
the heater. Both microscopes are set up for epi-illumination. Fgreasurement of bubble images.
stroboscopic observation, the conventional light sources are reThe input current through the heater is measured from the digi-
placed with pulsed diode lasers operating at a wavelength of 9@ oscilloscope. Figure 4 shows current pulses for various input
nm. The pulse duration of the lasers is 30 ns. Progressive amMgdtages. The duration of the pulses are varied according to the
scan cameras are attached to each of the microscopes. The vertigat voltages applied. For all cases, the pulse is applied long
enough to form a vapor sheet, which is considered to be the state
of the homogeneous nucleatigithis will be further discussed in
the next section.]t is noted that the magnitude of the current
pulse during pulse heating decreases slightly due to the increase in
“ resistance resulted from the temperature increase of the heater.
}-Sjmm Mirror reflector | The current drop, as indicated in Fig. 4, is larger for the higher

: input voltages because of the higher heating rate.

The total electrical resistance of the systeRy,., which is
determined from the measured currents and applied voltages, is
composed of following resistances:

RtotaI: Rheater+ Rparasitic+ I:edriver

\\3 whereRp.rasiic= Reontactt Rn+leads: It varies from 734010 to

—f X 80 micron| 748 (1+10 ) and has tendency to decrease as the input power
25 micron increasegFig. 5). For the thermal calculation in the later section,
. however,R, is assumed to be constant as the average value of
S 740 Q in the range of operation since it varies only within 2

b percent range. The measured values Rgniact: Rn+leadss and

Rgriver 2re 10021 ), 20 Q£2Q), and 340 +0.3(), respectively.
Fig. 2 Print head structure  (not to scale) However, the heater resistan€,c.e IS €stimated from the other
resistancesRparasiic Rarivers @NdRyor), because direct measure-
ment of the heater resistance is not possible. Therefore, the esti-

Strobe laser 1 | mated Ryeqeer ranges from 6702+11 Q to 684 Q+11 Q. The
dependency of the nucleation temperature within this range is dis-
Faser i Delay cussed in the later section.
1 deiver1 i Microscopel generalor For input voltages between 36 V and 48 V, total heat fluxes of
791 MW/n?+16 MW/n? to 1435 MW/n?+74 MW/n? were gen-
: erated at the silicon heater. The heat flux from the heater surface
: Heater (Ta-water interfaceranged from 265 MW/ft5.5 MW/n? to
? L ﬁ Erinthead driver 417 MW/n?+21.6 MW/n? for the Ta-water interface.
Camera 2 Microscope 2
Strobe laser 2 3 Estimation of the Nucleation Temperature
Camera . . . . .
Laser <omivdl Measuring the nucleation temperature directly is not a simple
driver 2 ] & task because of the limited physical size of the heater and ex-
Frame tremely small time scale. Avedesian et fl2] have measured
- bubble nucleation temperatures on the surface of inkjet heater by
identifying an inflection point on the temperature profile of the
heater surface. In our experiment, the nucleation temperature is
Fig. 3 Experimental setup approximated by a method similar to that used by Ruridé A
Journal of Heat Transfer APRIL 2004, Vol. 126 / 261
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Fig. 4 Measured currents at (a) 36 V, (b) 40 V, (c) 44 V, and (d) 48 V

one dimensional heat conduction equation for a multi-layered Vo
heater structure bounded by a liquid on one side is solved numeri- | = R 3)
cally to determine the temperature of the Ta-Water interface total

(heater surface]Ts,s. The actual nucleation temperature is estiwhere Vol is the heater volume, antis the current. The
mated by the surface temperature at which the first vapor bubljeverning heat equation is subject to the initial and boundary
appears from the observation. Here, the structure and the liggiehditions. It is assumed that the structure and the water are ini-

are considered as one piece, thus tially at ambient temperature and are kept constant at that tem-
oT i perature to avoid general heating effe€¢0,z) =T(t,0)=T(t,h)
pC,—=——+Q (1) = Tamb- Equationg1-3) subject to the given initial and boundary
ot 0z conditions are solved numerically by employing an implicit finite

whereT(t,2) is the temperature,is time, q” is heat flux an(Q is difference scheme. As mentioned in the earlier section, there i§ a
the heat il’1put to the heater per,unit voiume per unit time. The hecq, rent _drop during the pulse heating due to the temperature in-
. : crease in the heater. Therefore, a temperature coefficient of the
input, Q, can be expressed as resistance, TCR, is defined to account for the current drop in the
Power  I[Vo— I (Roarasiict Rariver)] time-dependent heat flux. The variable heater resistaR(s),

= (2) due to the variable heater temperattrgy,eft), can be written as

R(t) = Rheatet 1 + TCR(Theateft) = Tamb) - (4)

By first guessing a value of TCRR(t)is found and it is used for
750 heater resistance in thermal calculation to obtain the variable cur-
748 F rent,|(t), from the relationshipl(t) =V, /R(t). Then, the calcu-

F lated values of (t) are compared with the measured values of the
current. The process is repeated until the guessed TCR provides a
correct current. The variation of TCR is plotted against the input
voltages in Fig. 6. It ranges from 0.00015°Cto 0.00021°C*.

The nucleation temperature for the variall€R and Ry iS
compared with the case when averaged TCR Rgg, over input
voltages is used in the thermal calculatidfig. 7). Furthermore,
the effect on the nucleation temperatures for the case of two dif-
ferent values of the remaining resistancBg e+ Rparasiid Of 55
) and 64() is tested and the results are shown in the figure. For
all different cases, the change in the nucleation temperature is not

730 Lo — L e significant. The possible error range is from 3°C to 5°C, which is

3% 40 45 50
voltage (V) less than 2 percent.
Figure 8 shows the temperature distributions at different time

Fig. 5 Total resistance, Ry, ,» as a function of voltage levels in water for the input powers corresponding to heater volt-

Vol heater Vol heater

748 |
744
142

740

Rysa ()

738k
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T T
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262 / Vol. 126, APRIL 2004 Transactions of the ASME

Downloaded 06 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.00025 350

[ ———— 20ps

3 ] ] C ———~-18ps

0.0002| 12ps

- — - ——— - 08ps

oo O —- —— — - Odps

—_ [ o 0.0

FoooosE =] O e e
< H
& . 1
= 0.6001 2
’ E
8

S5E 05 L
ol o R \ =
35 40 45 50 - . i L 1 n " L L ]
voltage (V) % 1 2
y (um)
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tion of voltage

ages of 36 V and 48 V. These figures show very steep temperature

gradients. The temperature drops to the ambient temperature R+
within ~1.5 um. The diameters of initially observed nucleate ~  §{  __ __ 030
bubbles are usually bigger than 1/6n. This implies that the Ous

thermal effect on the bubble growth is negligible and the growth is

controlled mainly by the inertial force generated by the pressure
impulse. There is greater heat penetration depth into the water for
lower heat flux, therefore, more energy is transferred to the water.
The nucleation times are aboufus for 48 V and 2.1us for 36 V.

By considering the uncertainty of the time measurement of 0.05

us, the estimated nucleation temperatures are around 292°C

for 36 V and 310°G:-13°C for 48 V.

temperature (°C)

4 Results and Discussions ¥ (um)

4.1 General Observation. Figure 9 shows the top and the (b)
front views of the explosive boiling for a heater voltage of 35 V_
with the pulse width of 4.4us at T,,,=19°C. The process con- Fig. 8 Water temperature near the heater surface at  (a) 36 V
sists of isolated bubble nucleatigfig. 9(a)), formation of the and (b) 48V
vapor sheetFig. 9(c)), growth and collapse of the bublifeigs.
9(c—e)), and bubble rebour(@ig. 9(f)). The first nucleation of the

bubble starts at=2.8us into the heater pulse, Fig(®. Only occurred for all voltages tested here. Coalescence of the small
few nucleate bubbles appear at this stage. While the initial bubblggnpjes leads to the formation of a vapor sheet, which covers the
are still growing, more nucleation sites are observedtat entire heater surface, as seen-a8.6 s into the heating pulse in
=3.2us into the heater pulse, Fig(t9. The location of nucle- fig 9(c). The bubble grows to a maximum size around
ation sites and the size of bubbles for each event are almost iderg 5,5 (Fig. 9(d)). It then starts shrinking until it reaches to a
tical over long period of time until the surface geometry and/Qfinimum size around=10.2us (Fig. 9(e)). A small rebounding
the material property of the heater change due to the hours gfpple follows around=10.9us (Fig. 9(f)) before it collapses
thermal stresses and cavitation processes. Figure 10 shows &inpletely around=12.0us. Unlike the nucleation stage, in the
other nucleation site event at 45 V. Identical nucleation evenishound stage the process is not very repeatable. Although the
location of the rebound is almost consistent, the formation of the
rebounding bubble is different. Sometimes only a small spherical

320F bubble is observed, whereas, other times several attached bubbles

3ok 8' § are seen. The shape of the bubble does not stay the same at the
300 5 & 8 g 8 same time delay during the rebound phase. The radius of the re-
290 growing bubble is around 1@m and its life time is about 1.&s.
280F The main cause of this rebound can be attributed to the compres-
~ 20F sion of non-condensable gas within the bubble during bubble col-
2 ek lapse[18,19].
) 4.2 Effects of Pulse Duration. Figure 11(a)shows the
20 0 FiwdR,, &TCR,R+R =64 maximum bubble sizes at various pulse widths for the input volt-
20 ° :‘:‘:b:-;::‘_’:é:-:‘:':’_‘“ ages of 35 V and 45 V. Nucleate bubbles are not observed until the
220F O VariableR.o&TCR, R+R =55 pulse width reaches the value of &8 for 35 V and 1.3us for 45
210F V. However, the pulse width is increased for each voltage until a
soob bl o threshold value is obtained above which the maximum bubble size
* Crotage(v) % does not change. The threshold value of @s3for 35 VV and 1.9
us for 45 V are shown in Fig. 11(a). It is noted that the vapor
Fig. 7 Comparison of nucleation temperatures for the cases of sheet forms at the end of these threshold pulse widths, t.g.,
constant and variable R and TCR as a function of voltage =3.8us for 35 V. Therefore, the pulse widths should be longer
(Rayerage =740.46 £ and TCR 4yerage =0.000174°C™1) than these values for homogeneous nucleation and for a consistent
Journal of Heat Transfer APRIL 2004, Vol. 126 / 263
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(e)t=10.2 ys Ht=10.9 us

Fig. 9 Bubble growth and collapse:  (a) and (b) nucleation and growth, (c) vapor sheet formation, (d) maximum size, (e) collapse,
and (f) rebound.

bubble growth and collapse. However, a care should be taken for 8000
the heater surface not to exceed maximum allowable temperature 5500
for the surface material to prevent the surface damage when the 5000 -
pulse width is too long. It is also noted that the maximum size and as00k

the threshold value at 45 V are smaller than those at 35 V. This is
discussed in the following section.

The effect of pulse width on the overall behavior of the bubble
growth and collapse is also shown in Fig.(iL Three different
pulse widths of 4.4us, 5.0us, and 6.3us, all of which are well

aaasaar

above the threshold value, are applied at 35 V. The bubble behav- 3 200
ior for each case is almost identical. The nucleation begins around 15°°;” 5 v
2.9 us into the pulse. The vapor sheet is formed around4nto 1900 A eV
the pulse. The bubble expands to a maximum size aroupd 6 S0
and collapses completely around 128. L By ey
. N time (ps)
4.3 Effect of Initial Liquid Temperature. The effect of
initial liquid temperature on the bubble growth is investigated. For @
this study an applied voltage of 35 V with a 4w heating pulse
width is used. The liquid temperature is controlled by feeding the 6000 -
constant temperature water to the heat sink in contact with the 5500 R hasm
silicon die. The error range of the temperature is within 1°C. The 5000 S '{.sla.’:
images of the bubble growth at different phases are shown in Fig. asoo|- 6@8@
12 for three temperatures of 20°C, 30°C, and 40°C. It shows that & 4000 B n
at the nucleation phase only a couple of vapor bubbles appear on %am_ a
L3 -
% 2500 o @
B 2000F ©
1500 |-
1000 8 .
s00
0:"Hélﬁl‘l"Héw”é”‘]uﬁg 14
time (ps)
(®)
Fig. 11 (a) Effect of pulse widths on the bubble size, and
Fig. 10 Bubble nucleation at 45V  (t,=4.4 us) (b) Bubble size versus time at different heating pulses
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(©

Fig. 12 Initial liquid temperature effect on bubble growth at (a) T;y=20°C, (b) T;;;=30°C, and (c¢) T;,=40°C

the heater surface for all cases. However, the nucleation occtivese cases are shown in Fig. 13. It is noticeable that the maxi-
earlier for the higher liquid temperature. The bubble growth ratesum bubble size increases with the initial liquid temperature. The

until the formation of the vapor sheet are almost identical. Thizverall life time of the bubble is increased as well. The higher the

implies that the initial liquid temperature has an effect on thimitial liquid temperature, the smaller the temperature gradient in

nucleation time. However, its effect on the nucleation rate withitme liquid close to the growing bubble surface is and the cooling

the temperature range is not substantial. This is because the nueféect on the growing bubble becomes less. Therefore, the bubble
ation occurs at much higher temperature ragg800°C)than the can grow further and longer.

liquid temperaturg20°C—40°C)and the applied heat fluxes are
the same for all cases. For a given heat flux, the liquid reaches t

nucleation temperature more rapidly for higher initial liquid tem‘€'ated to the input voltage, is an important parameter. Effect of

peratures. The time history of the bubble growth and collapse %rfxrio_us inpgt voltage_s on the bubble growth at ambient tempera-
ture is considered. Since the voltage does not represent the actual

thermal energy input, the heat flux from the heater surface needs
to be calculated. Thermal energy generated from the heater de-

hé-4 Effect of Input Voltage. The heat flux, which is directly

Toor pends on the material of the heater surface. To obtain the surface
. heat flux,q”, a one dimensional unsteady heat conduction equa-
r tion with the following boundary and initial conditions is solved:
50001
§E |
w4000
g | arT T )
o T
g Jt ay?
3 -
2000 [~
er T(t,y)=Tamy, att=0 (6)
00’. ‘16
time (us)
: i i i T
Fig. 13 Bubble size as a function of time at (&) T,n,=20°C, " — <
) T =30°C. a1 () Tod0rG a K, 7y q", aty=0 and for O<t<t, 7
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t=1.0 us (i) t=1.3 ps (i) t=4.0 us (iii) t=7.4 us (iv) t=8.0 us (v)

(b)

Fig. 14 Bubble growth and collapse at (a) 36 V and (b) 48 V: (i) Nucleation, (ii) vapor sheet formation, (iii) maximum size,
(iv) collapse, and (v) rebound.

JT of initial nucleate bubble formations, the nucleation temperatures
k|7— =0, aty=0 and fort>t, (8) at each voltage are determined. The results show the weak linear
% dependency of the nucleation temperature for a given range of an
wherea,= (k/pc), is the thermal diffusivity of the liquidk,, p;, input voltage(Fig. 16). The temperature increase is only about 6

andc, are the thermal conductivity, density, and the specific hepercent, while they” about 60 percent. The temperature at the
for the liquid, respectively, ang, is the time for the heating pulse. time of a vapor sheet formation is also plotted and shows the same
By solving Eqs.(5-8) for q” at the surface with @g,;andt,.as trend as the nucleation temperature. It is necessary to determine

calculated in section 3, we obtain the kinetic limit of superheat of wateFy,, to understand whether
(Teour—Targ) | 7kprCy| V2 the mechanism of the nucleation @, is due to the thermal
q'= surf ' am ( al ') 9) fluctuation of the liquid molecules or due to the activations from
2 thuc pre-existing nucleation sites. From the classical nucleation theory,

Using Eq. 9 and the input voltages from 36 V to 48 V, th he kinetic limit of superheat of watefs;, can be calculated.

corresponding heat fluxes at the heater surface are calculatecP{ace the water is in contact with solid surface, heterogeneous
range from 265 MW/rfito 417 MW/n? at the time of nucleation. hucleation rate can be expressed 13,20],
Depending on the input voltage, the pulse width is also varied 30y(T)| 12 AQ
from 3.1us to 1.3us. Here, the pulse width is carefully chosen so Jhne(T,0) = N|2/3g( ! ) exp( ¢_) ‘ (10)
that the power is turned off as soon as the vapor sheet is formed. Tm ¢ kgT
This supplies enough thermal energy for repeatable bubble forma-
tion and reduces the chance of heater surface damage caused by 16moy(T)*
overheating. AQ(M)=- m
The top view of bubble growth and collapse are shown in Fig. Po Pam
14 for two cases. One is at a heater voltage of 36 V with a pulse
width of 3.1 us and the other is at a heater voltage of 48 V with a
pulse width of 1.3us. The time shown below each frame indicates
the time elapsed since the beginning of the heating pulse. It is
noted that at 36 V, only a couple of nucleate bubbles are initially
observed at=2.1us. The isolated bubbles accumulate to form a
vapor sheet at=3.0us. At 48V, isolated nucleate bubbles are
observed at=1.0us and fractions of a microsecond later, fine
nucleate bubbles appear evenly on the heater surface. Therefore, a
vapor sheet is formed rather instantly aroundl.3us. The size
of the nucleate bubbles are smaller for higher input power. This
can be explained by the fact that the thin thermal boundary layer
limits further growth of the bubbles. In addition, the time is not
long enough for bubbles to grow before the formation of vapor
sheet. It is noted that as the voltage increases, the times for nucle-
ation, for vapor sheet formation, and for growth to the maximum
size decrease almost linear{¥fig. 15). The time to reach the 35 5 - 50
vapor sheet formation also represents the threshold pulse width as voltage (V)
mentioned in an earlier section.

(11)

-
~N

——&— nucleation
——si— vapor shest

-
o

-
e
T T

time (us)

TTTTT

O 24 N W & 00 O N @ ©
LRAS LRRRE SARRE CRREY LNRS LARES LR

. Fig. 15 Time to reach the phase of nucleation, vapor sheet
4.4.1 Effect on the Nucleation Temperaturdzrom the one- formation, maximum size, and collapse as a function of input

dimensional heat transfer calculations and the direct observatiantiages
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s Thue=260+1.144 %10 q" (17)
sk N In our experiments, no nucleate bubbles were observed below 34
a0l & V, which corresponds tg” =240 MW/n?. Zhao et al[15] have
5 ) obtained the criteria for a minimum heat fluy;,,,, for explosive
25325; e nucleation to happen as
2 a00f S O 1/2
e ql=poh (i) (18)
5275_ min= Pvliy 27 M
250 T wherep, is the vapor density,, the latent heat of vaporization,
sk —t— Ta T, vapor temperaturelRR the universal gas constant, ail the
r w77 - Runge molecular weight. The right hand side of E8) is the theoretical
e T L maximum heat flux that can be attained in a phase change process
voltage (V) [20]. Therefore, if Eq(18) is satisfied, the pre-existing nucleation
sites are not capable of transferring an excessive heat from the
Fig. 16 Temperatures at the phase of nucleation and vapor heater surface. This results in an explosive vaporization. From the
sheet formation as a function of input voltage right hand side of Eq(18), g/.,=224 MW/n? for water at atmo-

spheric pressure, which is about 7 percent less than the value
expected from the experiment. Therefore, EfB8) may give a
reasonable threshold heat flux that can be used with(Ef. A
Pams— Psal T) similar empirical expression for,,,. with temperature gradient is
T pRT | 12) proposed by RungEl1] and is also plotted in Fig. 16. Compared

p,(T)= psa(T)exr{
with the current experimental results, slightly highgy,. is esti-

(1+cos6) 13) mated as the input voltage increases.
S=E—p—, N
2 4.4.2 Estimation of Vapor Volume, Pressure Impulse, and
Work. The effect of input voltage on the bubble volume is

é (2+3 cosf—cos §) (14) Shown in Fig. 17. The rebounding phase is not plotted here. Our
7 ,

experimental results are compared with the theoretical model pro-

osed by Asaj10]. In the model, a time dependent pressure pro-

whereN; is the number density of the liquid molecules per uni%e for the later stage of bubble growth is proposed as

volume, kg is the Boltzmann’s constang;, is the surface tension N
of the liquid, m, is the mass of one liquid molecule, afds the Py (1) =[Pruc— Psaf Tamp JEXH — (t/te)* 1+ Psad Tamp)  (19)

contact angle .of the liquid at the heating surface. '_I'he heterog@rmrwnuc is the pressure at nucleatiqn,is the saturation pres-
neous nucleation ratdy, represents the rate at which embryogyre T, is the ambient temperaturg,is a time constant, which

of critical size are generated. If a threshold valuglgfis speci- depends on the heating condition and thermal property of the
fied andJy,, for a given temperature exceeds the thrc_sshold Valu\‘r?/orking fluid, and\ is a free parameter. Botly and A must be

the corresponding liquid temperature becomes the limit of supiiosen so that the pressure estimated from (&) gives the
heat. The contact angle of water on th% mftal surface is usuglyhple volume which is in agreeament with the experimental
¢=20 deg[20]. By assumingl,.~10"°m~2s~* [4], the value of yajue. In the present study, the valuexdt selected as 0.765. The

T5~309°C is determined fop=20 deg. However, the value of theoretical bubble volume is calculated by following equations
Jne Was measured under the condition of relatively low heating o]:

rate compared with that used in the current study. Avedig24n )
shows that V(1) =W(2€— &)/ (Pamb— Psal Tamp) )/ A (20)

d AQN . where
dT _) T (19) £=(Pa Psal Tamp) /P (21)

Pt
B
) - . The pressure impuls®, and the work done by the bubble to the
whereA, is the heater surface area ahds the heating rate. From jiquid, w, are given by

Eq. (15) using the temperature dependent property, the nucleation

1

Ihe™ A_h

rate atT . for a given heating rate can be estimated. The average P~ Prude 22
value ofJy is about 168m~2s™* and the corresponding limit of TN (22)
superheat, T4 ~314°C with #=20 deg. It is noted that even )

though experimentally determined nucleation temperatures are W%P_ 23)
close to Ty, they are still below the limit of superheat. This 2A,°

causes the weak linear dependencyTgf. on an input voltage. . - . L
Therefore, it can be concluded that the effect from the pre-existir%here the inertance of the liquid regiof,, is given by

nucleation sites is more dominant for lower heating rate. On the A~0.4%,/d, (24)
contrary, as the heating rate increases afgdapproaches td,,
the effect from the pre-existing nucleation sites is suppressed
the thermal fluctuation of water molecules.

The simple empirical relationship betweg&p,. andq” can be

\rf\?/heredh is the heater dimension and assumed as 25 The
Ycleation pressurg,. in Eq. (22) is estimated from the classi-
cal Clausius-Clapeyron equation:

obtained from Fig. 16. First, to expreds, in terms ofg” an _ h, [ 1 1 o5
empirically determined relationship betweefi and V, is ob- Pruc=Pa &X Ke \ Tool  Truc (25)
tained as . .
wherep, is the atmospheric pressure.
q"=1.286X10"Vy— 1.971x10° (16) Since there is no direct way to measure the bubble volume from

_ o _ the experiment, it was estimated from calculations based on the
Then, using Eq(16) and the plot forT . in Fig. 16, the equation actual measurements of area, length, and width. Three different
for T, as a function ofy” can be written as cases are considered for the bubble volume calculations. The first
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Fig. 17 Bubble volume in time at (a) 36 V, (b) 40 V, (c) 44 V, and (d) 48 V. Experimental results are compared with the theoretical
model.

case is the volume of several small bubbles at the beginning of4.4.2 Bubble Wall Velocity, Acceleration, and Pressure After
nucleation. In this case, the shape of each small bubble was ¥apor Sheet Formation.By taking time derivatives of the
sumed to be spherical, thus, the volume is simpimg/& where bubble dimensions, bubble wall velocities and accelerations are
R, is the bubble radius. At the stage of vapor sheet formation, testimated. The results are shown in Fig. 20 for the case of 40 V.
volume is estimated by multiplying the frontal area by the lengtfince the bubble is not spherical in the current experiment, veloci-
of the vapor sheet since the vapor sheet resembles a rectangiés and accelerations fot, y, andz directions are considered.
block. The frontal area can be easily obtained from the imagddey are plotted up to the collapsing point just before the begin-
grabbing software. As the bubble grows, the shape from the tomg of the rebounding phase. It is interesting to observe that the
view becomes ellipsoidal. Therefore, the frontal area changesbble keeps growing in the(height)direction while it contracts

along thex (length)direction. It is assumed that the area is in both thex (length)and z (width) direction. The bubble veloci-
2 ties for thex andz directions at the time of vapor sheet formation

A(X):A*(Z(X)) (26) are around 20 m/s. The velocity in tizedirection, however, is
z* only around 4 m/s. This is because of the liquid body force or

where A* and z* are the maximum frontal area and the corre'—nema is acting on the bubble surface agaipsfirection. The

sponding width of the bubble, respectively. The volume is c)velocny decreases almost linearly and the acceleration oscillates

tained by integrating the area along thedirection and is ex- with the nearly constant amplitude until it reaches its maximum
size. During the collapse, the velocity ¥ndirection increases up

pressed as to 50 m/s just before the collapse point. The velocities inythad
X2 2 . z direction are 20 m/s and 15 m/s, respectively. The acceleration
V= | A)dx=Zz A", (27)  shows the same pattern as the velocity. The acceleration ik the
X1

direction is considerably larger than those in the other directions.
wherex; andx, are the positions of two ends of the bubble and This tells that the momentum exchange is the largest inxthe
is the length of the bubble. direction. This is mainly due to the existence of the channel wall.
Both experimental and theoretical results show that the bublA¢ the collapse point, all the velocities are assumed to be zero.
volume decreases as an input voltage increéSigs 17). This is This assumption results in the sudden increase in the acceleration
because more thermal energy is generated from the heater duriegr the collapse point. The effect of the input voltage on the
the pulse heating at lower input voltages even though the peasceleration at the collapse point is shown in Fig. 21. The velocity
power is less(Fig. 18). Using Eqs(22) and (23) with known in the thex direction at 48 V contributes the overall decrease in
constantst, and \, the pressure impulse and work done by theelocity in thex direction. However, the velocities and accelera-
bubble to the liquid are calculatedrig. 19). Both the pressure tions in all other directions increase with increasing voltage. This
impulse and the work done by the liquid decrease exponentiallydue to more sharp decrease of the vapor pressere higher
with increasing voltage. nucleation pressure and lower pressure impulse higher volt-
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Fig. 18 (a) Power generated at different voltages as a function
of time; and (b) Energy generated from the heater as a function
of input voltage.

ages. By using Eq22) and Eq.(25), the pressure impulse and the
nucleation pressure for 48 V are 111 atm and 2.9 asrand 85

atm and 3.4 atnus for 36 V.

5 Error Analysis

Both hardware systems and human factors are possible sources

of error during the experiment. It is, therefore, necessary to con-
sider these errors for the analysis to see if the data obtained are
valid and representative. The uncertainty caused by human factors
are estimated from five different data sets of the same condition.
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Fig. 19 Pressure impulse, P, and work, W, done by the bubble
as a function of input voltages

Journal of Heat Transfer

Fig. 20 Bubble dimensions, velocities and accelerations for
(a) length (x direction ), (b) width (z direction), and (c) height (y
direction ) as a function of time at 40 V

Since the experiment was involved with stroboscopic measure-
ments, the error associated with the time delay from the logic gate
that fire the laser strobe was considered. The uncertainty of time
measurement caused by the time delay was assumed@ss at
most since we cannot observe jitter between the heater firing and
the laser firing with the scope at 100 MHz. The other source of
uncertainty associated with time measurements was the error due
to inaccurate determination of the nucleation time. With the high
heating rate condition, a small deviation of the nucleation time
might results in substantially large nucleation temperature differ-
ence. The maximum error for the nucleation time was less than
0.05 us because the minimum increment of the time delay was
0.05us. By considering the uncertainty of time measurements, the
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120 for the rest(36 V, 40 V, and 44 V), however, were less than 9

F —s—r percent. The uncertainties for the pressure impulse were around 8

00F o e percent at 38V, 46 V, and 48 V and less than 4 percent for the rest.
E % The uncertainties for the work done by the vapor to the liquid are

sof % ~ ~ somewhat large. They varied from 4 percent to 20 percent depend-
3 /T ing on the input voltage.
g The uncertainties for the heat flux from the heater and from the
Ta-water interface were less than 5 percent. The calculated heat

& .

+ flux varied from 265 MW/m+5.5 MW/n? to 417 MW/nf=21.6

M MW/m? for the Ta-water interface and 791 MW/m16 MW/n?
7S to 1435 MW/nf+74 MW/n? for the heater element.

The estimated uncertainties for the bubble volume at different
voltages are shown in Fig. 17. The maximum error is about 12
o percent at 40 V. The error for the other voltages is less than 6

voltage (V) percent.
The uncertainties for the velocity and acceleration are estimated
@) from the uncertainties of time and length. They are within 6% for
the velocity and 10% for the acceleration.

acceleration x 10 * (m/s?)
T

T
oK
]

T

3 6 Conclusions

The bubble dynamics on a micro heater induced by pulse heat-
ing is experimentally investigated. A laser stroboscopic system
allows direct observations of bubble nucleation, growth, and col-

: lapse processes. Various heating conditions such as the duration of
20 the heating pulse, the ambient temperature, and the input voltage

A__%I are applied to see their influence on the bubble behavior. The

oF following conclusions are made from this investigation:

f

velocity (m/s)
[
T
e

o
=]
]
KA
H\

o 1. There exists a threshold pulse duration above which the
voltage (V) maximum size of the bubble no longer changes. This threshold
®) value corresponds to the time of vapor sheet formation.
2. The initial liquid temperature does affect the time of nucle-

Fig. 21 The effect of input voltage on the  (a) velocity and (b)  ation and the maximum size of the bubble increases with increases
acceleration near the collapsing point in the initial liquid temperature.

3. Times to reach the phase of nucleation, vapor sheet forma-

tion, maximum bubble size, and bubble collapse decrease linearly

nucleation temperatures and uncertainties were obtained. THLN @n increasing input voltage. .
maximum deviation of-=15°C, which is about 5 percent, occurs at . +- Experimentally determined nucleation temperatures for a
38V given heating rate are slightly below the limit of superheat of

Voltages and current were monitored by a digital oscilloscop@ter and show a weak linear dependency on the heating rate as
The error range for the current was taken as the noise level whifpVided by
oscillate within 20.68 mAmp (1.4 percent). The uncertainty for Toue=260+1.144X10""q"
voltage was+0.02 V (0.1 percent).

The uncertainty of the spatial measurement comes from the5. Since the nucleation temperature is close to the super heat
inaccurate determination of the bubble surface edge. The maliiit of the liquid and the dependency to the heating rate is weak,
mum error associated with measurements was about 4 perdéet mechanism of the bubble formation is a combined
with the standard deviation of0.15 um for the smallest dimen- homogeneous-heterogeneous nucleation.
sion and 0.2 percent wittr0.22 um for the maximum dimension. 6. The maximum size of the bubble decreases with an increas-
The ambient temperature was controlled by the thermostat in tifig input voltage since the energy transferred and the pressure
water bath and fluctuated withih1°C at most. impulse during pulse heating decreases.

The uncertainty for the calculated values were estimated from7. The time evolution of the bubble wall velocity and accelera-
the uncertainty of the measured values. The uncertainties of tign are determined throughout the process. Both the velocity and
Riotal 8N RpeaerWere estimated from the uncertaintiesRyfyasaic - @Cceleration show abrupt changes near the point of the collapse.
and Ry;iver- They are both less than 2 percentll Q). The ac- 8. The pressure inside the bubble remains below the atmo-
curacy of the nucleation temperature depends on the accurgperic pressure until it bounces back near the collapse point.
measurement of the nucleation time. Therefore, the uncertainty of
the nucleation temperature was estimated from the nucleation
temperature within the error range of the nucleation time. The
relatively large errors occurred at 38 V with the uncertainty cé)&
+15°C and 42 V with+=14°C, which are about 5 percent rang cknowledgments
since the error range of the nucleation time at those voltages wer& his work was supported by Xerox Foundation. The authors
large. The uncertainty for the nucleation pressure was estimateduld like to thank Xerox staff Michael O’Horo and Narayan
from the Clausius-Clapeyron relation. Within the error margin dbeshpande for many fruitful discussions, Chen-li Sun for some
nucleation temperature, the pressure uncertainties were somewhiéill experimental investigations, Roger Markham and Brad
large for certain voltages. In some ca$88 V, 42 V, and 48 Y, Gerner for electronics support, and Peter John for special packag-
the margin of uncertainty was nearly 20 percent. The uncertaintieg).
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Nomenclature

A = frontal area of the bubble
A* = maximum frontal area of the bubble
A, = heater surface area,’m
A, = liquid inertance, kg m*
¢ = specific heat, J/kgK
| = current, Amp
J = nucleation rate per unit area, ths !
k, = thermal conductivity, W/mK
Ks = Boltzmann’s constant, 1.3810” 2 J/K
L = latent heat of vaporization, J
P = pressure impulse, Pas
p = pressure, atm
g’ = heat flux, W/nf
R = resistance, Ohm})
R, = bubble radius
t = time, s
te = time constant, s
T = temperature, K or °C
V = bubble volume,
V, = operating voltage, V
W = work done by the bubble to the liquid, Joul®
X, Y,z = coordinates, m
z* = maximum bubble width
« = thermal diffusivity, n¥/s
N = dimensionless parameter
p = density
Subscripts
amb = ambient condition
boil = boiling point
| = liquid
he = heterogeneous
nuc = nucleation
p = pulse
sat = saturation
sl = limit of superheat
surf = surface
v = vapor

Journal of Heat Transfer
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A Leidenfrost Point Model for
Impinging Droplets and Sprays

John D. Bernardin This study presents, for impinging droplets and sprays, a model of the Leidenfrost point
; (LFP); the minimum liquid/solid interface temperature required to support film boiling on
a smooth surface. The present model is an extension of a previously developed sessile
PO. Box 1663, MS D466 drop mo_del, based on bu_bble nucleation,_growth, and merging critt_aria, as well_ as surfa_lce
'Lbs Alamosle\/I 87545 cavity size characterization [3]. The basic concept of the model is that for liquid/solid
’ interface temperatures at and above the LFP, a sufficient number of cavities are activated
Issam Mudawar and the bubble growth rates are sufficiently fast that a continuous vapor layer is estab-
lished nearly instantaneously between the liquid and the solid. For impinging droplets,
the influence of the rise in interfacial pressure created by the impact of the droplet with
the surface, must be accounted for in determining fluid properties at the liquid-solid
interface. The effect of droplet impact velocity on the LFP predicted by the model is
verified for single impinging droplets, streams of droplets, as well as sprays. While the
model was developed for smooth surfaces on which the roughness asperities are of the
same magnitude as the cavity radii (81.0 um), it is capable of predicting the boundary
or limiting Leidenfrost temperature for rougher surfaces with good accuracy.
[DOI: 10.1115/1.1652045

International, Space, and Response Division,
Los Alamos National Laboratory,

Boiling and Two-phase Flow Laboratory,
School of Mechanical Engineering,
Purdue University,

West Lafayette, IN 47907

Keywords: Boiling, Droplet, Heat Transfer, Impingement, Phase Change, Sprays

Introduction curs and the cooling rates increase. Further cooling brings about

Material processing leaders are under constant pressure toc[gﬁ nucleate boiling regime, where complete wetting of the sur-

prove the material and performance characteristics of produ ce occurs and the heat transfer rates are the highest as vigorous

while at the same time, increase the efficiency of the processigPOr generation occurs as the droplets spread out on the solid
manufacturing time. For example, the needs for stronger, lightéeases and the single-phase heat transfer regime is encountered,
and cheaper materials in the automobile, railroad, and aerosp#dere heat transfer is dominated by single-phase convection.
industries, have driven improvements in the processing of alumi-As discussed ifil], during the quench phase of a heat treatment
num alloys. In particular, advances in heat treatment and formingeration involving aluminum alloys, most of the material trans-
operations have led to alloys with improved strength-to-weiglibormations occur at temperatures above the LFP, while warping
ratios and enhanced corrosion resistance properties. Howeverd distortion, caused by thermal stresses generated by large cool-
lack of understanding scientific principles in several areas sfifig rates, take place at temperatures below the LFP. Consequently,
leads to inefficient manufacturing cycles with large numbers @fcurate knowledge of the Leidenfrost temperature and the param-
scrap parts and long production periods. One of the least undgfers that govern its behavior is paramount to controlling the
stoc_Jd areas of materials processing |nv_olves quenchlng', or ﬁ@enching process and subsequent material properties.

rapid cooling of a part, such as that which occurs following an |, o previous investigation by the authdig], an extensive

extrusion, casting_, forging, or he_at tr_eating operation. When do@?(perimental sessile droplet LFP database was developed and
correctly, quenching can result in high performance parts. How-

ever, when performed incorrectly, quenching can result in paéfg de_d Io datshsetstf] severgl e>|<|s(t1|ng :‘FP dmLoFdPeIs. 'ghlese asslesiments
with poor or nonuniform material properties, high residual dicated that the previously develope models were lacking

stresses, and severe distortion. in t_heir ability_ to accurately and co_n_sistently predict the LF_P fora
One common method of quenching involves immersing tneariety of fluid anq surface conditions. From that experimental
heated part in a deluge of water sprays. The spray quenchi#fydy [2], Bernardin and Mudawaf3] developed a new LFP
method is often preferred over bath immersion quenching, as ti@del for sessile droplets, based on surface cavity characteriza-
former can produce much higher heat transfer rates and mdin as well as bubble nucleation, growth, and interaction criteria.
uniform or controlled temperature fields within the part. Figure The premise for that model was that as the Leidenfrost tempera-
shows a typical temperature-time history of a part during a spréyre is approached from the boiling incipience temperature,
quench. The quench curve is divided into four distinct regimesmaller and more numerous surface cavities become activated,
each possessing particular heat transfer characteristics. In the highl the growth rate of these bubbles increases appreciably. For
temperature, or film boiling regime, the quench proceeds rathgjuid-solid interface temperatures at and above the LFP, a suffi-
slowly as liquid-solid contact is minimized by the rapid formatiorsient number of cavities are activated and the bubble growth rates
of an insulating vapor blanket at the droplet-solid interface. In th&re large enough that liquid in immediate vicinity of the surface is
regime, the droplets appear to shatter and bounce off of the sqlid, iy “instantaneously converted to vapor upon contact. These

surface upon contact. The lower temperature boundary of this {g- ; : ;
X ; - . o features enable a continuous insulating vapor layer to form
gime is referred to as the Leidenfrost poithtFP). As surface between the liquid and the solid 9 vap y

temperatures drop below the LFP, a transition boiling regime ISThe focus of the study reported here was to take the existing

encountered, where partial and prolonged liquid-solid contact 0Cssile drop LFP modé8] and extend its application to imping-

. . o ing drops and sprays. The main features of the previous sessile
Contributed by the Heat Transfer Division for publication in th®URNAL OF d LEP del f th dditi | t ded t
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 9, 2003; rop moael, as We ) as_ € a ”Ona concepts needed (o
revision received December 4, 2003. Associate Editor: R. M. Manglik. extend the model to impinging drops, will be presented below.
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whereTg andT; are, respectively, the surface and liquid tempera-
/Qf:ﬁ;’;t sl e —— tures prior to the contact. More details concerning this sub-model
n— development can be found [B].

Film Transition |Nucleate|  Single- . ) o . .
Boiling Boiling | Boiling | Phase Cavity Size Distribution. The second sub-model involves
Regime Regime | Regime| Regime . . s . .

A X A& the surface cavity size distribution. Surface cavities and other de-

fects, typically on the order of 1 to 10m, have long been known
to be highly influential in controlling nucleate boiling by serving
as nucleation sites.

In a previous study by the authof8], scanning electron mi-
croscopy(SEM) was utilized to characterize the surface cavity
distributions of macroscopically polished surfaces from which
empirical Leidenfrost temperature measurements were made.
From inspection of various SEM images at different magnifica-

L . . o :
3 tions, it was apparent that the number of cavities per unit area,
g Minimum Heat having an equivalent mouth radius betweemdr + Ar, could be
Flux or Leidenfrost . . .
g- Point fit by the exponential function
A
Criical Heat n=a, exp(—ayr) (3)
ux
Using the scanning electron microscopy images of the various
Onset of Sin surfaces from that study, the following curve fits were obtained
Phase Coolng. over a cavity size range of 0.07 to 10n
n=3.379 exp—10.12r) (aluminum (4a)
Time
n=4.597 ex|y— 12.20r nicke 4b
Fig. 1 Typical temperature-time history of a surface during P ) ( ) (4b)
spray quenching n=13.16 exp—16.070 (silve), (4¢)

where the units fon andr are sitesum™?-um™* and um, respec-
The successful application of the extended LFP model will bgvely. The curve fits had acceptable least square residuals greater
demonstrated by a comparison between predicted and measurggh 0.9.
Leidenfrost temperatures for drops and sprays. The cumulative number of surface cavities in the radius interval
I min=I<rmax, IS then obtained through integration,
Leidenfrost Point Model Development

r

The methodology used to construct the LFP model is based on nc:f maxn(r)dr: ﬂ[exp(_azrmin)_exp(_azrmax)] (5)
two aspects concerning bubble nucleation and its relationship to r a
surface temperature and cavity shape and distribution. First, rais- . .
ing surface superheat beyond the boiling incipience temperaturdubble Growth.  The third sub-model is related to the bubble
results in the activation of both larger and smaller surface caviti@&Wwth that occurs from activated cavities. Due to the relatively
and an increase in the bubble growth rates. Secondly, for a typi€4gh superheat and short duration over which vapor is created in
polished surface, there is an exponential increase in the numbefftt film boiling regime, it is believed the rapid bubble growth is
surface cavities with decreasing cavity mouth radii$]. |n|t|al_l)_/ dominated by inertia rathe_r than heat dlffuspn. For th_|s

In the previous study by Bernardin and Mudawal, the au- condltlon, bubble growth is qescrlbed by thg Rayleigh equation
thors postulated that at some large liquid-solid interface tempef&€glecting viscous effegtsvhich can be derived from the mo-
ture corresponding to the LFP, a sufficient number of cavitid§€ntum equation for incompressible and irrotational fl@4 or
would activate to produce enough vapor to completely separd{@M energy conservation principl¢3], incorporating the pres-
the liquid from the solid, and hence, induce film boiling. DisSure drop across a spherical interface/R.
cussed below are the various sub-models used to support the over-
all LFP model for impinging droplets. In the next section, a solu- RR+ ERZZi
tion procedure based upon these sub-models is outlined. 2 Ps

min

20
(Pg=P.)— 3} ©)

Bubble Nucleation. The first part of the LFP model involves whereR andR are, respectively, the first and second derivatives
the criteria for bubble nucleation from surface cavities as a liquigk bubble radius with respect to time, aRd is the liquid pressure
comes into contact with a solid surface. The minimum conditiogy from the bubble interface.
necessary for bubble nucleation is met when the available supertn solving the Rayleigh equation, the following intermediate
heat, T,sh, in the liquid at a distancg from the solid surface, is sypstitutions were performed:
equal to the required nucleation superh@&at, , for a hemispheri-

cal bubble whose radius, is equal toy. This condition, as it 3. d(R¥?R)
applies to the transient condition when a liquid contacts a surface, RR+ 5 RZ} R1/2:d— )
is represented by t
T p(zm”g) T+ (T~ Toerf ) 0 e
1ex =T, —Tyerf| ——
T rheg [ T\ 2Vagt RZ[ 20| 1 d[APR® oR?
wheret is the time following liquid-solid contact and; is the . AP R RI2R dt| 3p;  pr ®)
liquid-solid interface temperature defined by
ko) 05T+ (Kpe.)O5T WhereA_F’=_(ngPx). _ _
i:( PCp)s 0; (kp p)gs ! () Substituting Eqs(7) and (8) into Eq. (6) and performing the
(kpcp)s™+(kpep)s integration leads to the following integral:
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R dR 200
! J o[28P 2% ®)
3pf pr g 150
which can be solved by numerical techniqyias]. g
This model development assumed that the bubbles have a hemi- g 100
spherical shape and that the effect of viscosity could be neglected. §
Previous empirical studie§9-11] revealed that nucleating g-
bubbles were generally hemispherical or near-spherical in shape. @ 50

Furthermore, Johnson et dll1] and Carey{12] both indicated

that for rapid bubble growth, like that experienced near the
Leidenfrost point, the inertial forces dominate and the bubbles 0
have a hemispherical shape. Finally, previous analytical bubble
growth models[7,10,13,14]that employed spherical bubble

shapes and neglected the effect of viscosity, proved to be
very accurate when compared to empirical bubble growth rate
measurements. o

Interaction of the Thermal Boundary Layer and the Grow-
ing Bubbles. The growth rate of a bubble, as predicted by the
numerical solution to the Rayleigh equation, is several orders of Do :
magnitude faster than that of the thermal boundary ldyight- | I |

hand side of Eq(1)). Therefore, it is assumed the early stage of 0.00 0.25 0.50 075 1.00
bubble growth is described by the solution to E§) until the Distance from Surface or Cavity Radius (pm)
bubble dome reaches the maximum bubble stability point in the ()

growing thermal boundary layer predicted by Et), after which
the bubble growth is controlled by this slower diffusion rate of the
thermal boundary layer.

As individual bubbles grow, they begin to merge and form a
vapor layer. The formation of this vapor layer is influenced by a
number of factors including entrainment of vapor within cavities,
merging of bubbles, and cancellation of nucleation sites by grow-
ing bubbles. All of these factors serve to decrease the number of
bubble nucleation sites participating in the growth of the vapor
layer at the liquid-solid interface. More details and experimental
observations of these factors, including the influence of these pa-
rameters in the prediction of the LFP, can be foundidh

Activated Equivalent
Cavity Radius (nm)

min

Influence of Droplet Impact Velocity. The approach for de- Time (us)
termining the Leidenfrost temperature for impinging droplets is (b)
identical to that for sessile droplets with the exception that the
impact pressure must be correctly modeled when determinifig- 2 Transient cavity nucleation model including  (a) cavity
fluid properties at the liquid-solid interface. When a droplet imatcleation superheat criteria and corresponding cavity size
pinges perpendicularly upon a rigid surface, the pressure risedigibution with transient activation window, and ~ (b) transient
the liquid-solid interface at the moment of impact is significantl)zln-ax'mum and minimum active cavity radii for water in contact
. . - ) ith a hot surface with an interface temperature of 165°C [3]
higher than the increase in stagnation pressureppu%, because
of compressibility effects. The most frequently used approxima-
tions to the pressure increase which develops during droplet im-. .
pact are based upon one-dimensional elastic impact tHdary Leidenfrost Model Solution Procedure
This theory states that the interfacial pressure increase that result§o perform the LFP model solution procedure for impinging
when two elastic media collide, assuming Hooke’s law is valid, idroplets, the pressure increase must first be determined with Eq.
given by the solution to the one-dimensional longitudinal wavéll) so that fluid properties in the vicinity of the liquid-solid in-
equation[16]: terface can be accurately determined.
Next, the surface cavity activation and bubble growth process
AP=ptUoUsng (10)  must be modeled. To achieve this step, one must understand the
whereu, is the droplet impact velocity ands,q is the speed of thermal processes taking place during the initial impact of the
sound in the liquid. droplet. Upon contact between an impinging droplet and a heated
Labeish[17] claimed that Eq(10) could be applied to imping- surface, a thermal boundary layer begins to develop in the liquid,
ing droplets to predict the impact pressure. Efdé], however, as displayed in Fig. 2(efor a water droplet in contact with a hot
performed an analysis which accounted for droplet curvature afidrface at 165°C. At some tintg, the thermal boundary layer has
the transient impact behavior, concluding Eg0) overpredicts grown sufficiently large such that the available supertia,, is
the impact pressure and must be multiplied by a correction factéfual to the required superhedly,, needed to satisfy the bubble
given as 0.20 for water on various solids including aluminum aritHcleation criterion for conical-shaped cavities with a mouth ra-
copper[19]. diusr,, (Eqg. (1)), as shown in Fig. @). For a polished surface,
Based upon Engel’s findind48,19], the following 20 percent this radius is typically well within the range of cavity radii avail-
elastic impact pressure relation was used in the present studyafde on the surface. As time progresses and thermal boundary
predict the pressure at the liquid-solid interface during the impad@yer thickens, all cavities within a specific cavity radius interval
are activated. This interval is given by the two roots of Eq,
AP=0.2001UoUspg (11)  namely,r ,in(t) andr (1), as displayed in Fig. 2(b), where,., is
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the radius of the largest activated cavity at a given instant, not the 100 ~———T17 T T T
largest cavity on the surface. Similarly,, is the smallest acti- ' 4 Water-Aluminum
vated cavity.

Assuming only a fractiony, of the cavities actively participate
in the growth of the vapor layer due to the cancellation effects
described in the previous section, and that bubbles grow from
cavities as hemispheres, the time dependence of the cumulative
number of activated cavities per unit area,, can be found by
integrating the cavity size distribution, E¢B), over the active
cavity radius limitsr ,i,(t) andr ,.,(1):

rma)&t) a
ncy(t)=¢ a; exp(—apr)dr= z//a—l{eXp( — a0 min(t)) 0 1000 2000 3000 4000 5000
i) 2 Time (s)
(a)
—exp(—asl maft)}. (12) 0.25 . . .

Since the inertia-controlled bubble growth rate predicted by Eq.
(9) is orders of magnitude greater than the thermal boundary layer - 0.20
growth rate, it is assumed all bubbles initiated With<r ,,.(t) ”
will rapidly grow to r,(t), the maximum stable hemispherical 2 015

bubble radius supported by the growing thermal boundary layer. A § - Average vapor layer
hemispherical bubble will not be stable for sizes beyopg(t) as <(< 0.10 - ?fOW‘h rate corresponding .
. . . < 0 experimental LFP
condensation on the leading front of the growing bubble would
significantly reduce its growth rafg0]. This is consistent with 005 4-----mmmmmmeaa-- { Experimental -
bubble incipience model of H§21]and the experimental results /'—FB
of Clark et al.[22]. Consequently, the limiting condition consid- 0.00 L L L
ered here is that once the bubbles reach the thermal boundary 100 120 140 160 180 200
layer limit of r ,,,(t) they will continue to grow at the same rate as T; °C)
the thermal boundary layer, i.6.,,(t). This two-stage growth is (b)

consistent with the bubble growth findings of Lee and MéEte). Fig. 3 Temperature dependence of the (a) transient vapor
Given this bubble growth model, the time-dependent percelglger coverage and (b) average vapor layer growth rate for a

area coverage of the liquid-solid interface by vap®B%(0), iS  sessile water droplet on a polished aluminum surface  [3]
then given by

AB%(t)=ncy(t) r2,,(t) X 100% (%) (13)

which, upon substitution of Eq12), gives growth rate increases exponentially. Intuition suggests that at
a some minimum interface temperature, the LFP, the average vapor
AB"/O(t)=l//a—lX{exp(—azrmin(t))—eXF(—azfmaﬁ))}mzmax(t) Ibay?r growth rate will become sufficiently high to support film
2 oiling.
on (0 To determine the minimum average vapor layer growth rate
x100% (%) (14) required to support film boiling, experimental LFP data for sessile
wherea; anda, are experimentally determined constants, such agter droplets on aluminum were employg]. Shown in Fig.
those given in Eqsi4a) through(4c). 3(b) is the experimentally determined Leidenfrost temperature of
Bernardin and Mudawdr3] used experimental evidence to ar-162°C (T;=170°C) for sessile water droplets on aluminum,
rive at a value of 0.05 for the cavity cancellation parameteAs which corresponds to an average vapor layer growth rate of 0.05
Bernardin and Mudawar discuss, the present models for surfacg . Note that the experimentally measured Leidenfrost tempera-
characterization and bubble nucleation are limited in their degreee had an uncertainty af5°C [2]. Bernardin and Mudawd8]
of accuracy and a more accurate means of determining the percamployed this value of the average vapor layer growth rate to
of actively participating surface cavitie, is currently unavail- accurately identify the LFP for a sessile drop in a variety of liquid-
able and warrants further investigation. Nevertheless, it should selid systems. This same technique, as described by Cady
emphasized that while the choice gfwill influence the vapor has been used to determine the critical vapor bubble formation
layer growth rate, the strong temperature-dependence of the lattate needed to sustain homogeneous nucleation within a super-
AAB%/At, which is used to identify the LFP in the presentieated liquid. In the homogeneous nucleation superheat limit
model, is still very well preserved. model, the vapor bubble formation rate increases exponentially
Shown in Fig. 3(a)is the temperature dependence of the trawith increasing liquid temperature, much like the vapor blanket
sient vapor layer growth for a sessile water droplet on a polishgdowth rate in the present study. Carey explains how empirical
aluminum surface with a cavity distribution given by Hda), as data were used to determine a critical vapor bubble formation rate,
determined in the previous study by Bernardin and Mudd®ar and how this single bubble formation rate was used to determine
The time for complete vapor layer developmeAB%=100) is the homogeneous nucleation superheat limit of several different
shown to rapidly decrease as the interface temperature is ligquids including water.
creased from 145 to 185°C. While the model predicts an eventualConsequently, this average vapor growth rate of 0.5
100% vapor layer growth for the interface temperature of 145°@ used in the present study to identify the LFP for impinging
other effects such as bubble departure and liquid motion which ateplets.
not accounted for in the model, would interrupt this development While this modeling process was presented for a single imping-
within a few milliseconds of liquid-solid contact, and hence preng droplet, it can also be used to predict the LFP for a spray. To
vent film boiling from occurring. Figure (8) displays the vapor predict the local LFP for a spray, the mean droplet velocity of the
layer growth rate AAB%/At or average slope of the curves inspray in the area of interest should be used in @d) to deter-
Fig. 3(a), as a function of the liquid-solid interface temperaturenine the average droplet impact pressure. The remaining model-
Figure 3(b)shows that as the interface temperature increases lisg procedure is identical to that outlined above for a single
yond the liquid saturation temperature, the average vapor layboplet.
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010——— PR L materia_l types, the s_urf{_;\ce preparat_ion for each was similar. Thus,
oosli T \5 m/i:m/sl s | the_cavny size dlstrlbqtlons and Leidenfrost temperatures for the
- R T various surface materials are expected to be fairly similar, as was
= oo0e} . " . found previously by Bernardin and Mudaw&] for polished alu-
3\: - i minum, nickel, and silver surfaces. The comparison in Fi) 4
g ME ] indicates that the LFP models generated with either the full elastic
o0zl 3 /' / | impact or the stagnation impact pressure sub-models, yield sig-
S0 nificant deviations between the predictions and the empirical data.
0.00 T JEAR /I ANIR ANu— In contrast, the LFP model that used the 20 percent elastic impact
100 150 200 2T50°0300 350 400 450 pressure sub-model, agrees quite well with the experimental data.
(© In most cases, the model lies within the experimental data’s error
® bands of=10°C in temperature an#t0.5 m/s in droplet velocity.
400 [Eastic Impact Pressure Model . Droplet Stream In addition, the impinging water drop LFP model given by Eq.
350 —\ 20% Elastic Impact g [T . (15), predicts a Leidenfrost temperature of 162.0°C for a sessile
5 00l ?"ess“’”‘“e' || Polished Au [241 water drop (1,=0.0ms'), which is in agreement with the
S 20} ] :';r;i::cﬁl[zs,ze] sessile drop LFP model predictidi3] and the experimentally
F oo o | [BPolshed au 23] measured valug2] for water on polished aluminum. _
150 W 2 0.00298 s 'm?* le'f_erences between the LFP model predlc_tlons and experimen-
Pressure Model tal Leidenfrost temperature data may be attributed to a number of
N factors. First, the surface cavity size distributiort, and cavity
u, (m/s) cancellation paramete, used to arrive at Eq15), were taken
® from a study of water droplets on a polished aluminum surface
[3], whereas the experimental LFP data of Fig. 4 came from stud-
Fig. 4 (a) Velocity and temperature dependence of the average ies using a variety of polished metal surfaces. A more accurate
vapor layer growth rate for water droplets impinging upon a determination of Eq(15) using a cavity size distribution for each
polished aluminum surface, and  (b) comparison of the velocity particular surface may yield better agreement between the Leiden-
dependent LFP model for water droplets impinging upon a pol- frost temperature predictions and measurements. Further investi-

:;irt]re]d ei‘;gﬁ‘rfént’;'ngagﬁeﬁ'g mngttaizzzsswg? Z;’(géﬂ%‘ﬁf‘a gation of the cavity cancellation parameter is also warranted, as its

Leidenfrost temperatures and droplet impact velocities mea- \(a!ue is dependent on the droplet fluid properties and solid surface

sured in studies [8,23—26] were reported not to exceed 10°c  finish [3]. o

and *0.5 my/s, respectively. The 20 percent elastic impact model may be a source of some
uncertainty as well. This model, represented by @4), does not
account for break-up of the impacting droplet and its subsequent
influence on the impact pressure. The stability of the spreading

Leidenfrost Model Assessment droplet film has been observed in numerous empirical studies to

Figure 4(a)displays the average vapor layer growth rate versi€ a function of, in part, droplet velocity and surface roughness, as
interface temperature for water droplets impinging at different véUmmarized in24]. Hence, by more accurately accounting for the
locities upon a polished aluminum surface. For the four differeffects of droplet velocity and surface roughness on the impact
droplet velocities, the fluid properties were evaluated with tHyeéSsure, a better prediction of the Leidenfrost temperature of im-
20% elastic impact pressure relation given by Bd.). Using an Pinging drops may be obtained.
average vapor layer growth rate of 0.05 L, the Leidenfrost While some uncertainties do exist in the development of the
temperatures corresponding to the various droplet velocities wét€sent LFP model, Eq15) and Fig. 4(b)reveal the dependence
determined. The following expression relating the Leidenfro§f the LFP on droplet velocity, something that previous LFP mod-

temperature to the water droplet velocity was determined from t§& have failed to accomplisf2]. As Fig. 4(b)indicates, the
data in Fig. 4(a): Leidenfrost temperature for an impinging droplet or spray can be

significantly higher than that predicted for a sessile droplet. Con-
Tieig=162.0424.3°* (°C) (15) sequently, the present LFP model should prove beneficial in pre-
dicting and controlling the spray heat transfer process encountered

. _1 . . . . .
where the units on, are m s *. Equation(15) is displayed in Fig. }B materials processing and other applications.

4(b), and is labeled with “20 percent Elastic Impact Pressu
Model,” indicating that Eq.(11) was used in its development. Application to Rough Surfaces. While the present model
Also displayed in Fig. 4(bare the LFP predictions that would bewas developed for polished surfaces, it also provides a limiting
obtained if the full elastic or stagnation impact pressure subondition for surfaces possessing roughness features orders of
models were used in place of E¢L1) to determine the fluid magnitude larger than the cavity radii responsible for bubble
properties. While Eq(15), and the LFP model for that matter,nucleation(0.1 to 1um). As discussed earlier, surface contamina-
does not explicitly give an upper temperature bound for the LFfon and roughness promotes and enhances the shattering of drop-
a maximum temperature limit does exist. The maximum temperngts upon impacf24]. Consequently, rough surfaces would expect
ture that a liquid can be heated to, above which it is nearly instager have a lower interfacial impact pressure and a corresponding
taneously converted to vapor, is referred to as the kinetic or th@swer Leidenfrost temperature when compared to a polished sur-
modynamic superheat limit. Techniques for predicting thigace. Figure 5 shows experimentally measured Leidenfrost tem-
superheat limit can be found [12]. Further details on the super-peratures for water droplets of different velocities, impinging
heat limit for water and its relationship to the present LFP modgpon polished and particle blasted surfaces. For each droplet ve-
can be found ir{3]. locity studied, the Leidenfrost temperature for the polished sur-
To assess the accuracy of the LFP model for impinging drogace was consistently higher than that for the particle blasted sur-
lets, experimental LFP data for single water droplet streams afite. In addition, the measured Leidenfrost temperature for the
sprays are included in Fig(#). The shaded band representing thgarticle blasted surface, for the most part, was lower than the LFP
empirical LFP spray correlation of Klinzing et 423] covers the model prediction. Consequently, the LFP model outlined in this
range  of  volumetric  spray fluxes  (0.00658" study appears to predict an upper limit to the Leidenfrost tempera-
<0.00298 s *m~2) used in that study. Although the experi-ture for droplets impinging upon rough surfaces. The complex
mental data used in the comparison correspond to different surfae&ationship between surface roughness, droplet impact stability,
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400 T T T T T nc = cumulative number of surface cavities per unit
area(sitesum2)
3501 20% Elastic Impact Droplet Stream | ] nc, = cumulative numberzof active surface cavities per
Pressure Model Data: . . ~
~ 300 o Polished Ni [8] [ unit area(sitesum-*)
& = Paticle Blasted P = pressure s 1
~ Ni [8] "o : 1
3 250 o Polished Au [24] 1 Q volumetric spray fluXm®s " m™%)
- o Patticle Blasted R = bubble radius
200 Au [24] . R = fi ivati i i
Spray Data: R f!rst derivative of bubble radius with respect to
150 © Polished Al [25] time
ey e R = second derivative of bubble radius with respect
100 | ] ! I I to time
0 5 10 15 20 25 30 r = surface cavity radius
u, (mis) r, = radius of active surface cavityzm)
) T = temperature
Fig. 5 Effect of surface roughness on the LFP for water drop- t = time
lets impinging upon metallic surfaces as determined experi- — i ;
- i viqg = specific volume difference between vapor and
mentally and compared with the LFP model for a polished alu- fg Iiguid P

minum surface. The uncertainties of experimental Leidenfrost _ | dist f lid f
temperatures and droplet impact velocities measured in stud- y = normal distance irom solid suriace
ies [8,24,25] were reported not to exceed +10°C and 0.5 m/s,  Greek Symbols

respectively. a = thermal diffusivity
AAB%/At = average vapor layer growth rate
) o ) ) ATg, = surface superheal,s— Tg,;
interfacial impact pressure, and the Leidenfrost temperature is the p = density
focus of ongoing studies in an effort to broaden and enhance the o = surface tension
prediction capabilities of the current LFP model. ¢ = fraction of cavities that participate in the vapor
layer growth

Conclusions Subscripts

The present study employed an existing LFP model for sessile a = active
drops[3], and extended its capability to include impinging drops f = liquid
and sprays. The previous model, which was constructed around g = vapor
vapor bubble kinetics and surface cavity size characterization, was i = liquid-solid interface
expanded to account for the sharp pressure rise that occurs at the leid = Leidenfrost condition
liquid-solid interface during droplet impact. Upon evaluation of max = maximum
the current LFP model with an experimental database for droplets min = minimum
and sprays, the following key conclusions were drawn: 0 = initial, nucleation

s = surface, solid
sat = saturation
© = liquid condition far from bubble interface

1. The Leidenfrost temperature for a droplet impinging upon a
heated surface is highly dependent on the impact velocity. The
model developed in this study successfully captured this velocity
dependence.

2. The physical processes that govern the LFP of sessile drops
are similar to those for impinging drops. The primary difference ifRe€rences
the LFP predictions for sessile drops and impinging drops, is thd1] Bernardin, J. D., and Mudawar, I., 1995, “Use of the Quench Factor Technique
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evaluation of the liquid properties at the liquid-solid interface. For Mass Transfer3s, pp. 863 873.
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fluid properties can be accurately predicted. 894-903.
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Measurement of Temperatures on
In-Flight Water Droplets by Laser
Induced Fluorescence
Thermometry

This work presents the use of laser induced fluorescence for instantaneous temperature
measurements of 2Q@m water droplets in a monodisperse stream while traveling down-
ward in a standard stagnant atmosphere. The droplets are doped with small concentra-
tions of a natural fluorescence dye (Pyrene), and with a surfactant substance,
cetyldimetylbenzylammoniumchloride (CDBAC) to improve the fluorescence emission and
the rate of its two band emission (excimer to monomer) is used to determine the tempera-
ture. The temperature distribution along the stream of droplets was determined for three
different initial temperatures: 30°C, 40°C, and 50°C at the exit of the nozzle and it is

Mayaguez, PR 00681-9019 - ;
v compared very favorably with numerical resultsDOI: 10.1115/1.1667527

Keywords: Droplet, Evaporation, Heat Transfer, Laser, Measurement Techniques, Tem-
perature

1 Introduction quickly respond to temperature changes as the time response is in
the order of nanoseconds, which is much faster than the expected

The full characterization of liquid droplets in sprays while iNthermal transients.

flight is a very ‘mpo”a!’“ e_ngine_ering Fopic due_to t_he wide_rar)ge One of the first reported works in experimentally determining
of tech_nologlc_al app_llcatlo_ns in which atomization C.Jf IIqUIdthe droplet temperature was carried out by Ranz and Marighiall
sprays is applied to, including spray cooling, combustion, Sprayhere the temperature was measured using thermocouples. A few
drying among others. The heat and mass transfer from or {0 §§ica| methods have been reported for droplet temperatures and
droplets are important control variables in many of these applicgje most relevants will be described herein. One of these methods
tions. Spray cooling, for example, is a very efficient technique 1g {he rainbow thermometry method reported by van Beeck et al.
remove heat from a hot surface. Examples of applications (8] The principle of this technique is based on the change of the
which spray cooling can be applied includes the metallurgicfuid drop refractive index with the variation in its temperature,
industry to achieve fast and control quenching rdtiels and for and the technique is suitable only for cases where there is not a
the cooling of electronics componen®). The spray cooling pro- |arge temperature gradient inside the droplet. Another optical
cess consists of the generation of small subcooled droplets that @hod reported to measure droplets’ temperature made use of
deposited over a heated surface whose temperature is higher t@tmocromic liquid crystal§TLC) [6]. The principle is based on
the liquid saturation point, and the heat transfer is achieved by tiie color of white light scattered from a TLC droplet, which is a
combined effect of sensible heating of the liquid and the phafienction of the inside temperature of the droplet. However the
change of the droplets. The size and initial temperature of tlecuracy of this technique is not very good according to Sakak-
droplets influence the amount of sensible heating that can be igara and Adriarj7]. Other technique used to determine the drop-
moved from the liquid. Small in-flight droplets in the order of 500et temperature is to measure and analyze its infrared emission
wm or less may be affected by the rising hot gas or vapor resultiteyel [8]. However, the liquid emmisivity determination is a major
from the evaporation at the surface, inhibiting any subcoolingpnstraint in this technique and the vapor influence in the surface
effect as reported by Gonlea and BlacK3]. Thus knowledge of evaporation plays a main role in the surface radiation.
droplets temperature while in-flight will assist in the characteriza- Laser induced fluorescendgIF) has been suggested as a
tion and further optimization of the heat transfer from the hdromising technique to determine liquid droplets’ temperature.
surfaces in spray cooling applications. This technique consists of adding a fluorescent dye in the liquid
The major difficulty in determining the transient heat transféphase, exciting the solution with a laser source and recording its
from or to in-flight small droplets is the lack of a suitable noninemission, which is a function of the temperature. An especial case
vasive means to determine the droplet temperature during the hefak!F is the exciplex thermometry, which is based in the exciplex
transfer process. Thus the aim of this work is to present an d@fiotophysics principle and it has been already studied and applied
vanced experimental technique based on the laser induced fi@¥-Murray and Meltor{9] and Gossage and Melt¢t0].
rescencdLIF) principle that can be used to characterize the tem-
perature field of water droplets while traveling in a quiescent a@ Exciplex Photophysics Principle
environment in a nonintrusive manner. The droplets’ properties Exciplex is short for “excited state complex” and is a form of

that could be studied more exhaustively with the_ prqposed tocf!alsser-induced fluorescence. The exciplex equilibrium formation is
are the heat and mass transfer rates, the determination of congﬁgén by Eq.(1)

tion heat transfer coefficient, and the diffusion coefficients f

mass transfer. Besides, this nonintrusive sensor should be able to M*+G—(MG)* Q)

HereM* is the first single excited state of a ground state molecule
M called the monomeM* is obtained by exciting/ with a light
sourceM* can react with other ground state molecule different to
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1.56+07 and the first set of measurements is reported. The measurements
12E407 4 Monomer = Bximer are calibrated against a simplified mathematical model for evapo-
. mer |

n

< rating, and cooling droplets.

2 9.0E+06

]

< .

£ 60E«06 - 3 Fluorescent Solution
30E406 408 nm Initially pyrene, an aromatic hydrocarbon and arene molecule
0.0E+00 . was chosen as a potentially useful sensor for measuring tempera-
' 350 400 450 500 550 600 ture. This arene is an effective fluorescence probe due to its long

Wavelength (nm) lifetime for formation of pyrene monomers$= 450 nanoseconds

and quantum yield of 0.60 in cyclohexarend efficient formation
of excited dimers, “excimers” for short. A complete review on the
photophysics of pyrene can be found[20].

Pyrene has a poor solubility in water so the addition of a sur-
factant for the formation of micelles to solubilize the pyrene is
necessary. The surfactant concentration would be greater than the
M, to form an exciplex KIG)* or also can react with another critical micelle concentration, which is the point where the surfac-

moleculeM to form the excimer{1M)*. The reaction occurs and tagﬁkmtﬂ:cgﬁ?ag{:#tp Jggsth\ﬁ;stoC‘Z’{%Q'&ﬁ"ﬁ;r}'? lg‘gﬂggi?ﬁ;t
exists while the source of light is applied. When the energy sour% Y Y Y

Fig. 1 Typical fluorescence emission spectra for an excimeric
solution. In this case the solution is 5 mM pyrene in ethanol at
ambient temperature.

is released, the exciplex dissociate in the ground electronic st oride “CDBAC” which is a cationic surfactant. Recently in
emitting a fluorescent emission. This emission is typically rect1] @ proton Nuclear Magnetic Resonari®éVIR) study on ag-

shifted in the spectrum. The emission spectrum change accordgfggation of cationic surfactants in water, including CDBAC was
to the molecular configuration of the dye. This emission has tergported. Deionized water was chosen as solvent for this research.
perature dependence and is reversible allowing this feature for l$awever, it is a poor solvent for pyrene. Nevertheless, the pyrene
in thermometry. Figure 1 shows the excimer and monomer regiogisows enhanced solubility in the surfactant molecule due to affin-
for an ethanol-pyren(_a SOl_Ution at 5 mM concentration. The I’egiqg; to the nonp0|ar a|ky| groups present in the surfactant mol-
to the left of the vertical line at 408 nm correspond to the mon@sles, In addition, the proximity introduced by micelles is well
Q)?Ie%mgsr?é%ntgrtﬁemeiS:ﬁgrugrﬂ?srs‘ggﬁ curve to the right to this lij&qtrated by efficient protection from the oxygen molecule and
P . formation of excimer of arenes in micellar solution. Micelles pro-

Reversibility of the reaction is a necessary condition for ther= ) S -
mometers besides sensitivity to temperature changes. In this cé(é%‘?d by the CDBAC could improve fluorescence emission avoid-

increasing the temperature, displaces the equilibrium to the Ieff9 natural fluorescence quenching due to oxygen in the solutions.
favoring an increase in the relative concentration of the monom e distribution of pyrene molecules among the micelles is a con-

versus the exciplex. Since the pyrene reaction shows reversibil flr:ln%_;fact_or in fgrmlrzig exm_mers_,t while IIrI] _homotge?eous Sys-
the technique to measure temperature has potential for succe S diifusion and medium VISCosity are all Important.

; ; ‘The pyrene/CDBAC/water solution used had a concentration of
The exciplex fluorescence thermometry was used in the pres nl ;
work and has already been studied in a wide variety of expeR- "M for both the pyrene and the CDBAC. The weighed CDBAC

: o : : as first diluted in half the volume of the required deionized
meni demonsiraing 0 b a pomising method witha gh aceZs T, e 1 el e WouTe € e S Eprie,
hexadecang12—14, ethanol[15], and watef16]. water was mixed by means of an ultrasonic mixer during five

: ; : |r|13' tes to enhance dissolution. Next the weighed amount of
In recent years an especial case of LIF called ratiometric L Inu ; .
has also been applied to measure temperature in macro and m ne was added to this CDBAC/water mixture, and the rest of

; ; : it deionized water needed to reach the final concentration on the
systemg7,17,18]. The technique is based in the normalization &€ ¢! X
the fluorescence emission of a temperature dependent qgiution was added. The pyrene/CDBAC/water mixture was
(rhodamine B)with the correspondent emission of a nondeper! ixed for 30 minutes with the ultrasonic mixer and allowed to
dent temperature dy@hodamine 110). In this case, the emissio est until the undissolved pyrene precipitated. The sample for the

is not excimeric; however, the system rhodamine B/rhodami %orescence measurements was taken from the clear solution
110 does show é good seﬁsitivity to temperature. above the precipitate from the freshly prepared solution.

A recent use of rhodamine B as a dye to measure the tempera- .
ture of 200m diameter ethanol droplets was carried out by L& EXxperimental Setup
vieilli et al. [19]. Results obtained from the measurements Were, 1 chemicals and Solutions. The natural
theoretically corrected by thermal expansion, and the phenome . '
of droplet evaporation was not considered. An inconvenience wi received. The surfactant cetyldimethilbenzylammonium-

this technique is that fluorescence emissions for given pOSitionSdHIoride(CDBAC) rated as>97 percent was also purchased from
the stream are collected at different times and consequently thﬁrlarich it was used as was received as well. The water for the
is a variation in time and space that the technique should ovels)tion used for the calibration curves as well as for the droplets

come to provide representative results. . generation was distilled and de-ionized.
Despite recent advances in applying the LIF as a noninstrusive

thermometer, the exciplex photochemical reaction seems to haveé.2 Droplet Generator. Figure 2 shows a schematic of the
the larger sensitivity for small scale systems such as dropletsdatomization system used. A monodisperse droplet generator ac-
liquid sprays. The objective of this work is to apply the LIF withquired from Fluid Jet Associates was used for the experiments.
an excimer reaction to measure the temperature of water dropl€te principle of this droplet generator is the Rayleigh breakup
while in-flight in a standard quiescent atmosphere. The expehydrodynamic instability in a liquid jef22], where the jet is per-
mental setup and procedure used here is similar to that one tiebed with a piezoelectric crystal at a critical frequency breaking
ported by Escobar et gl15] who reported measurements of ethinto drops of uniform size and velocity at the injection point. The
anol single droplets. However, improvements have begyrene/CDBAC/water solution is supplied to the droplet generator
implemented to collect the temperature of the entire spray fieldbm a reservoir solution, which is pressurized with dry air in
instead of a single droplet. The water based solution used is simider to control the liquid head on the droplet generator. Two
lar to that one reported by Parraftt6] in which the pyrene dye filters, one of Zum and other of 0.8um, were used to filter the
was combined with a surfactant to increase its solubility in watesolution before it reached the droplet generator. In order to mea-
The new experimental setup and solution are presented in detsilre the solution temperature at the exit point of the nozzle, a

fluorescent
ene was purchased from Aldrich Chemical Co. and it was used
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Fig. 2 (Left superior corner ) Atomizer and orifice plate, (Right) Schematic diagram of the
experimental setup for droplet temperature measurements

thermocouple was introduced conveniently inside the droplet gesrrangement a plano-concave cylindrical lens, with a focal length

erator just near the orifice plate. The temperature of the solutioh25.4 mm, was used along with plano-convex lens, with a focal

prior to atomization was controlled using a heater tape attachedéogth of 245 mm.

the droplet generator body. A unique set of values of the orificesA neutral UV beamsplitter-prism arrangement was used to sepa-
diameters in the plate, the excitation frequency of the piezoelectrate the fluorescence signal into two parts. The first image was
and the fluid pressure provided a monodisperse stream of droplegssed through two filters, one cut-on of 408 nm wavelength, and
[22]. For this particular work a single orifice plate was used witbne 330—600 nm band pass filter. This image isolated the emis-
an orifice diameter of 10@m, the fluid was pressurized to 34.473sion of fluorescence corresponding to the Excimer. The second
kPa (5 psi) and the piezoloelectric crystal was excited at a fremage was filtered with a cut-on filter for wavelengths above 350

quency of 7.0 kHz. This set of values resulted in stable monodism and by a 240-408 nm band pass filter. The second image
perse droplet stream with droplet diameter of 208 at the exit quantified the monomer emission. All the filters were purchased

of the nozzle.

4.3 Optical Device and Imaging. As a source of excitation
light a nitrogen pulsed laser from Laser Science, model VS
337ND-S, with energy per pulse greater than 3g0vas used.
The laser has a working wavelength of 337.1 nm, a spectral ba
width of 0.1 nm and a pulse duratigfWHM)<4 ns. To excite
the complete stream of droplets in a distance of 50 mm, the sh
of the laser beam was changed to approximately a square sectioR
of 6 mm of side to a rectangle of 5@ mn?. Figure 2 shows the

from Oriel Corporation except the 240-408 nm band pass that
was acquired from Edmund Industrial Optics. It is important to
mention that both fluorescence emissions from the excimer and

IMonomer are recorded simultaneously for each droplet in the

stream by using this arrangement of a beam splitter-prism. A

@mple of the resulting images is given in Fig. 3. This optical

arrangement represents a major step forward in simplifying the

of LIF as a thermometry technique for liquid sprays.

fter the fluorescence signal was separated in the excimer and
mopnomer emissions, a CCD camera recorded the two images. The

optical arrangement that allowed modifying the cross section a D camera is the RTE/CCD-782-Y model from Princeton In-
the resulting optical cross section for the experiments. For “Ef‘ruments which has a CCD format of 78882 pixels, with a

50 mm

Excimer Monomer
Fig. 3 Simultaneous observation of the stream of droplets at

two different wavelengths range, the monomer and the red
shifted excimer in a gray false color

Journal of Heat Transfer

pixel size of 8.3X8.3um, and a dynamic range of 12 bits. The
camera has a controller and software through which the images
can be processed and recorded in a personal computer. The soft-
ware used was WinView/32 version 2.5.8. The camera lens is a
F1.4—-16C acquired from Edmund Industrial Optics and was se-
lected considering its 100 mm field of view, which allowed for the
entire image to capture a cross section of a 50 mm in one frame.
A schematic diagram of the complete optical setup is presented in
Fig. 2.

The diameter of the droplets was measured with an Infinivar
Video Inspection microscope from infinity Photo-Optical Com-
pany and a stroboscope light fired at the same frequency as the
droplet generator. The XC-75 Sony black and white CCD video
camera module attached to the microscope conveys the images to
a video monitor. This video monitor had the option of freezing the
images on the screen and it is useful to measure directly of the
screen the droplet diameter using a convenient scale.

Synchronization of the electronics is essential for the success of
the data acquisition process. In this sense a function generator

APRIL 2004, Vol. 126 / 281
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Fig. 4 Emission spectra taken in a fluorescence spectropho- Solution Temperature (°C)
tometer for the water pyrene /CDBAC/water solution at 5 mM i o
concentration of both pyrene and CBBAC, with excitation Fig. 5 LIF thermometry calibration curves for a pyrene /
wavelength at A=337 nm CDBAC/water solution at 5 mM concentration from data col-

lected at a fluorescence spectrophotometer (continuous line
refers to the heating process and the dots to the cooling pro-

. . L . cess), and in-situ calibration curve developed with the spray
with a frequency driver circuit were used to drive the dropleéxperimemal setup

generator the laser and the CCD camera in phase.

4.4 Data Processing. The excimer and monomer emissions

are recorded into the PC, as a single imégee Fig. 3where each and S. The first run refers to the heating direction while the second

pixel of this image represents the intensity of fluorescence emrgn to the solution when was heated until 75°C and then was

sion at this point. The size of the droplets in the images for thcooled back. The maximum difference found was of 1.5 percent in

excimer emission was of approximately of 6 pixels in dlamett% e Ln(ig/ly), which confirms that the effect of the hysteresis

and for the monomer of approximately 4 pixels in diameter, an ; o X .
the distance between adjacent droplets was about two diamefe?g be discarded. The logarithmic transformation applied 1o the

for both cases. Differences in sizes of the droplets for the excim® Ensity ratio does not have any effect in the behavior of the

and monomer emissions could be observed due to the fact tHFVe: and the apparent curvature of the calibration curve for rela-
vely high temperatures is circumstant[dll]. It is important to

similar color white-black scales were used to measure the intefl.

sity of both emissions. However, as it can be seen from Fig 4tH?a$te from Figs. 4 and 5 that although the ratios of the emission
the emission of monomer is lower than that one for the excimdptensities increase as the temperature increases, the excimer and

To quantify the ratio of excimer to monomer for each droplet Jionomer emissions both decrease. The calibration curve from the

was necessary to compute the excimer and monomer for e a%actrophotometer shows a good dependence between tempera-

X . . e and fluorescence emission ratios for low temperatures. Par-
droplet in both images and this process was repeated for all raédo[16] found that the calibration curve developed in a spectro-

droplets along the stream and for all the frames. The limits be;

tween the emissions of two droplets along the axis were consg}jeitggr?g;t'scgs;[i:?Tf;ri?tetﬂ;yng?nemgﬂer:enucgngL;n %?gcetg :Penggfd
ered to occur at the lowest value in intensity between both. Th a 9 q 9

. . : ined for the proposed pyrene/CDBAC/water solution. This was
as the distance between droplets is of about 11 pixels the to %Fified in the present experiments.

emission of a droplet was counted as the total intensity of the A second step in using LIF thermometry is the development of
pixels of a square of 2411 pixels, with its center in the center of _ " ~~. €p 9 y1s i P
gln-snu relation between fluorescence emissions and tempera-

the fluorescent droplet image. The representative value for tu In this case, the monomer and excimer emissions were taken
droplet’s excimer emission was then considered as the averag Eﬁn '

the excimer emissions of all the frames. The number of framg own temperatures using a volume probe that was purchased

was varied between 30 and 120. The same procedure was car ol NSG Precision Cells Inc. The dimensions of this cell were 1

e : . m square of base by 5 cm height and it was filled with the
out for the monomer emission. Thus with this method each emis- ) . . '
sion was identified for each droplet separately eliminating t rene/CDBAC/water solution. The quantity of liquid was of five

problem of positioning of the droplets in both images. The natuf?hi a.lt_hiCsoanrf]zn:]ﬁéor;r?flssghﬁg dp¥é$r;ﬁeagg Serrirr]n'\gnc;fs Swuirtfﬁ%e
logarithm of the ratio of the excimer/monomer for each dropl gt 9 P

was calculated and the calibration curve was used to determine %r?ea_m of dr:oplehs v\;]as uTled to eXfoll'[e the quorescencekfrom the
temperature indirectly. solution in the cell. The collection of fluorescence was taken at 90

deg with respect to the laser sheet, and, in this case, an arrange-
5 E . | | ment of neutral filters was used to reduce the intensity of laser
xperimental Results beam to eliminate the saturation of the CCD camera. For each
One of the first steps in applying LIF thermometry is to demmeasurement, about 30 minutes were necessary to stabilize the
onstrate temperature sensitivity and the development of a calibcall and the CCD camera temperature before the data could be
tion curve. To determine the sensibility and dependence of thellected. The cell was heated uniformly and the cell temperature
fluorescence intensity of solution pyrene/CDBAC/water to tenwas measured by a thermocouple inserted inside in contact with
perature, a spectrophotometer calibration curve was developedthe- liquid. The temperature was varied from 23 until 60°C.
ing the concentration of 5 mM in both pyrene and CDBAC. This The ratio of the Excimer to Monomer intensities were plotted as
concentration was chosen following the recommendations givanfunction of solution temperature and the resulting curve was
by Parrado[16]. The spectrophotometer used is a FluoroMax2sed as thé-situ calibration curve. This curve is shown in Fig. 5.
from ISA Jobin Yvon-Spex Instruments S.A., Inc. with a watefThe estimated uncertainty in using the output from the tempera-
recirculator. The water recirculator allowed changing the temperare measurement system was #fl.66, +1.14, +3.17, and
ture of the optical cell equipped with a water jacket. The resultingg6.31°C for 23, 30, 40, and 50°C, respectively. These values
fluorescence intensity variations with wavelength from the speaere evaluated considering as error sources: the standard used in
trophotometer are shown in Fig. 4. The ratios of the excimer the calibration(thermocouple-met@r and the scattering error of
monomer fluorescence intensities were taken to generate a bidwsemeasurements of excimer and monomer due to temporal varia-
calibration curve and it is shown in Fig. 5. The reversibility of theion during the calibration process. As it can be observed the error
solution was verified for three temperatures as indicated in Figsisdincreased near the zone of 50°C that is near to the inflexion
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point and it is due to the low sensibility of the calibration curve in 55
this region. The uncertainty is increased considerably when the 50

measurements are near to the inflexion point. 4 (

This in-situ calibration curve shows a similar shape as the curve

obtained with spectrophotometéfig. 5). However, the range of
emission ratios is different. This behavior can be inferred due to
the presence of filters, camera lens and the CCD in the LIF setup.
Therefore the combined effect of these components makes the
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—s— Model 30°C]
! Ao Exp.40°C |
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30 a4 | * Exp. 50°C ‘
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ratio of excimer to monomer to be increased due to the reduced 0 10 20 30 40 50

value of the monomer that is absorbed by the CCD. However, this Distance(mm)

effect is eliminated with this technique because it is based in i

intensity ratios. Fig. 6 Experimental temperature measurements  [dots] for a

; ; :single stream of in-flight water droplets (200 um in diameter)
The calibration curve was made under the same exact ambi nged with pyrene /CDBAC dye at 5 mM concentration, and a

C_ondltlo_ns a.s the one the droplets were to be e_xposed, anditis ﬁ parison with results of a theoretical model (solid lines ), for
final calibration curve that was used to determine the temperatygia| temperatures of 30, 40, and 50°C

of falling droplets. It can be observed that timesitu calibration

curve shows two well defined regions, one region from 23°C until

approximately 50°C where the Li{/ly) ratio increases when
the temperature increases, and the other region from 50 until 6
where the Ln[g/l),) changes the slope and the emission ratio T
decreases. This parabolic feature could create confusion and Ibf
necessary to have a good orientation regarding in which branchsefht
the curve the temperature measurements are made.

Q[g?g: appreciable difference in size was found, and it can be inferred
hat the evaporation process has little significance.
he first data point was taken at 10 mm after the jet was com-
ely separated into uniform droplets to insure that droplets were
erical during the temperature readings. Near to the nozzle the
. ) A e jet is unstable and there is a deformed jet instead of discrete par-
A very important final aspect in the determination of the calioies |n order to process the data for single droplets with the
bration curve is to insure repeatability of the measurements thodology presented in this work it is necessary to have a dis-
uniformity in the data collection process. Thus the solution Wagete and stable image of the object in order to determine both the
rep_laced for _each temperature measurement following recommeRzimer and monomer.
dations of Kim and Kihm[17], and Kim et al[18] to reduce  The groplet temperature measurements can be considered as
errors introduced by the photochemical and chemical decompogiface based or volume average based. The droplet optical den-
tion when the laser beam exits the solution. sity (DOD) determines which region of the droplet will fluoresce
With the in-situ calibration curve at hand, reliable temperaturg g consequently from which region the temperature will be read
measurements for in-flight droplets could be conducted. '“_ﬁ%} The absorption across of the droplet determines whether the
case the solution was preheated in the atomizer to set the iniighermined temperature is surface or volume averaged. For this
thermal state of the droplets. Three different exit temperaturggse the molar extinction coefficient of the solution pyrene/
were used 30, 40, and 50°C. For all three temperatures the remaiftygAC/water at 337 nm was measured with a UV/Vis
ing exit conditions were the same including pressure equal dgectrophotometer Cintra 40 given the value of 0.72
34.473 kPa, frequency of droplet generation of 7.0 KHz, and the1 ¢ iter/mole-cm, and for a 20@m droplet the optical droplet
initial velocity of the droplets which was about 6.67 m/s. Th‘?density (DOD=¢-X-D, wheree is the molar extinction coeffi-
ambient conditions for each run wergq,=24°C, T,,2=19°C, ¢jent, X concentration, and is the droplet diametgrwas of
and the atmospheric pressure was 101.325 kPa. _ . 0.072(<1). These values indicate that the fluorescence was origi-
The droplets were falling in the downward vertical directionpated from all regions of the droplet and therefore this thermom-
and as reference for the distance was taken the nozzle tip. Ty can be interpreted as volume-averaged of the droplets. For
temperature at the exit in the nozzle was controlled by a heat ta@es of low optical densifpOD<1) the distribution of fluores-
and it was stabilized for approximately 20 minutes for each tegence is affected by the refraction phenomena at the droplet/air
perature assuring in this manner the steady state and that th@ferface. In the present work there is no information of this spa-
were no fluctuations in the exit temperature. The temperatuig| distribution of the fluorescence. A more detailed description of
measurements were taken along the jet and allowed to track {hg transient temperature field within the droplet can be obtain
thermal history of a droplet along the traveling path. using different techniques such as the combination of droplet
Following the procedure to post-process the images discussided imaging and fluorescence shift thermometry which was re-
above in which the ratio of the monomer to excimer emissions jsorted by Lu and Meltori23].
Compared to thén-situ calibration curve, the final temperature of The uncertainty ana|ysis was based in the variation of the num-
the in-flight droplets can be inferred and results are shown in Figer of frames and was developed using the classical analysis
6. method given if24]. The general rule of assigning the uncertain-
The resulting curves in general show a decreasing temperatyeg at the same 95 percent probability level for all analysis was
pattern as the droplets fly away from the nozzle. The total dgsllowed. Thus, it is demonstrated that temperature measurements
crease in temperature along the 50 mm of traveling distance for @hwater droplets can be obtained with LIF with a precision of
initial temperature of 30, 40, and 50°C are of 2.1, 4.24, anfl14, 3.17, and 6.31°C for the initial temperatures of 30, 40, and
5.01°C, respectively. It is important to mention that the diamet&0°C, respectively. It is important to note that the uncertainty
of the droplets is changing as the droplets travel along its path aindreases, as the temperature increases, this could be a conse-
the emission is a function of volume. However, with the preseguence from instability in the droplets at a given point of their
method, in which the images for the excimer and the monomer gseth when the temperature increases and due to the fact that in the
gathered simultaneously, this problem of variable volume is overgion of 50°C the sensibility of the calibration curve is low. For
come. The signal variation with time for a given position is alsthis reason the number of 30 frames taken for 30°C, was increased
improved with this two images method. The droplet diameter wdsr the temperatures of 40 and 50°C in order to reduce the uncer-
measured using the equipment described in Section 4.3 at 10 n@imty in the measurements.
and at 50 mm of the trajectory, for the case of an initial tempera- The validity of the present noninvasive LIF thermometry tech-
ture 50°C and were found to be of about 2@t and 198um, nique was verified by comparing the experimental results with a
respectively. The uncertainty in both measurements was of abowimerical simulation for in-flight stream of droplets. The math-
+6 um that represents about3 percent of error, and, therefore,ematical model for in-flight droplets was based on a one-
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dimensional Lagrangian viewpoint as presented by Gonzalez and typical errors for situations where the measurements are the
Black [3] which considers the droplets to be spherical in shapayeraged from two separate fluorescence emission events.

and neglects collision or coalescence between droplets. The result-

ing set of conservation of momentum, energy and mass equatiq§menclature

are given as follows: -
Cy = drag coefficient

d(D%uq) 3 3\ [ Pm)| > D = diameter of a droplet
a (P 9)- 4\ p, D*Ca(ug—u)lug—u|  (2) Dif = diffusivity of water vapor in air
M = molecular weight

dTy _3hydin(D)  6h (T,~T.) 3) Re = Reynolds number of the dropteDug/v
dt ¢, dt Dpgcy ¢ 7 Sc = Schmidt numbet /Dif
dD M A Dif T = temperature
A0 o[ Moy Pm) 2R} 20 13 pell2 ¢, = specific heat of liquid
dt Z(Mm)( I )( pb)( D )(2'0+0'686 Re™) () g = acceleration of gravity
. . h = heat transfer coefficient for liquid droplets
These equations were solved using the Runge Kutta fourth orderhf — latent heat of vaporization of water
method. The properties for air were evaluated f{@®], for water Fg) — pressure
from [26] and the diffusivity was obtained frofl27]. The results t = time

of the simulation are shown in Fig. 6 and compared with the
experimental data in the same figure.
It can be observed from the figure that the numerical simulatiéareek Symbols

shows a good agreement with the experimental data for all three Ap = water vapor pressure difference at the drop surface

u = velocity component in the axial direction

cases with a minor exception for the injection at a temperature of =ps— P,
50°C. Since the model considers that the droplets are completely ;, — cinematic viscosity
spherically when it leaves the nozzle, the validation exercise was = density

limited to a starting point 10 mm of distance from the nozzle ti% .
when the droplets were observed to be completely spherical. SUbSCripts
Finally it is important mention that the technique presented here b = dry air
has advantages over other fluorescence techniques where band d = droplet value
emissions are taken separately. Normally the measurements of m = value of the mixture in the buoyant jet
fluorescence droplets emissions corresponding to the monomer | = liquid water
and the excimer are measured sequentially, first the excimer and s = saturation
then the monomer. Other important aspect of the present tech- v = water vapor
nique is that the complete field of droplets was taken in only one « surroundings
frame and its temperature was extracted directly from it.
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that for full papers.

Spectra| Emittance of Particulate Brajuskovic et al[5] are on total emittance measurements of de-
. e . posits at surface temperatures ranging from 200 to 1000°C show-
Ash-Like Deposits: Theoretical ing the effect of temperature on total emittance. The study by Wall

i~ H and Beckef 3] is on spectral band measurements at temperatures
Predictions Compared to Experlmental ranging from 700 to 1000°C and shows the effect of iron content

Measurement and temperature. The study by Markham et[&l} is the only
study, which shows comparison of theoretical and measured val-
ues of spectral emittance of ash deposits. Their model was based
S. P. Bhattacharya on 2-flux theory, and the model used an adjustable value for the
e-mail: spb@cleanpower.com.au asymmetry parametdg) to get good match with measured val-

Cooperative Research Centre for Clean Power from ues. Studies by Wall et dlI7] and Bhattacharya et 4B8,9]present

S . ) . theoretical predictions and separate measurements on the effects
Lignite, 8/677 Springvale Road, Mulgrave, Victoria 3170'of particle size and concentration, physical state, heating, and iron

Australia content on spectral emittance of ash deposits. However, the pre-
dictions were not directly compared with measurements of the
same particle size.

This note presents results of a theoretical and experimental inves-1 NiS paper presents results from a theoretical and experimental

tigation on the emittance of particulate deposits. A simple moggiudy on emittance of ash-like particulate deposits. A simple

based on independent and multiple scattering and using discréf@de! has been developed for prediction of spectral hemispherical
ordinate method has been developed to predict the spectral heffid Spectral normal emittance of particulate deposits. The predic-
spherical and normal emittance of particulate deposits. The modins can be made as a function of particle size, particle concen-
predictions are compared with measurements carried out undé@tion, and optical constantseal and absorption indices, which
this study-controlled spectral emission measurements betwdBrfurn are function of chemical compositjorPredictions from
wavelengths of 2 and 12m on deposits of ground synthetic ast{he model are then compared with spectral measurements on ash-
particles having known composition and particle size. The trend&€ particulate deposits using emission spectrometry.

from the predictions matched well with the measured values, ex-

cept for some differences in the wavelength region belour4 Model and Input Parameters

and between &m and 12um wavelength. Possible reasons for

these differences are discuss¢B®Ol: 10.1115/1.1666885

The ash deposit is modeled to be one dimensional axi-

symmetric layer. The equation for radiative transf&0] is ap-

] ) ~_ proximated using the discrete ordinate method with 16 ordinate

Keywords: Absorption, Experimental, Heat Transfer, Radiation gjrections, and weighting fractions corresponding to the solid
angle representefill]. Using appropriate boundary conditions,
spectral reflectancé) and spectral transmittan¢e) of the layer

Introduction is calculated, from which absorbanc¢a) can be calculated as
Determination of emittance of particulate deposits is importarﬁ?”ows'

in several applications such as radiative heat transfer and on-line
monitoring of deposits in pulverised fugbf) fired furnaceqd1],

state of refractory in industrial furnacg], remote sensing, high- . ) , ) )
temperature energy saving materials, and stealth technoloﬁﬁcord'”g to Kirchoff's law, spectral emittance is equal to the

Emittance(e) of a surface, particulate or otherwise, is commonlyPectral absorbance which may be evaluated from(EqFor an
defined as the ratio of its emission rd) to that from a black- OPadue deposit, the thickness of the layer can be adjusted so that
body (Eg) at the same temperature< E/Eg). Emittance can be spectral transmittance is 2 percent or less, which is arbitrarily
defined as hemisphericat() or normal &,) depending on the assumed to be the limit of opacity in the calculations. Spectral
direction of measurement, and as spectea|)(or total (g,) in single particle propertiegscatter matrix, extinction efficiengy
which case it is referred to part or the entire wavelength spectryi¢reé calculated using Mie theory using a code in Bohren a”fj
with reference to the direction and spectral range. It can be dduffman([12]. The following assumptions are made in the model:
fined as a combination of any two of the above. Spectral emittanit Particles in the deposit are spherical in shape, and all particles
can be used to calculate the total emittaf@ Studies on emit- have same chemical composition, i.e., they have same complex
tance of particulate deposits are not common, particularly bofffractive index. Also, only independent and multiple scattering is
modeling and spectral measurements with particle size relevanﬁlf‘s'demd in the model. Further details of the model are available

deposits inpf fired furnaces. Studies by Boow and Gog4dand !N Bhattacharyd13]. o
The model requires complex refractive index—r@gland ab-

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF sorption index(k), density of deposit materials, and particle size

HEAT TRANSFER Manuscript received by the Heat Transfer Division September 1{0F distribution)as input parameters. Values of these input param-
2002; revision received July 1, 2003. Associate Editor: S. T. Thynell. eters were taken from Goodwjia4]. The samples used for model

a=1l-7—p Q)
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Table 1 Composition (wt%) and Density (kg/m?3) of the Dataetor
samples

C = D A off Axis
Sample SiQ Al,Oy caO FgO, Density Pz I
S2 54.95 27.25 15.80 2.00 2550 1 = et
S10 50.46 24.87 14.67 10.00 2630 S Boam m.H

Atomic Absorption Furnace

25 1.00E+00 Platinum
hotpiate: aphits
haaters
2 Rt 1.00E-01 ]
5 s
°
g 15 T 1.00E-02 E top of sample Sample particles  bottom of sample
£ % at temperature t, at temperature t;
g . L 100E-08 3
|
05 T 1.00E-04
Platinum plate
0 T T 1.00E-05
1t 2 3 4 5 6 7 8 9 10 1 12 Fig. 2 Experimental setup (published with permission from
wavelength; m Applied Spectroscopy )

Fig. 1 Spectral complex refractive index of the samples used
in model predictions [14]

paraboloidal mirror. With this geometry, a spot of approximately
predictions and in experiments vary in iron content from 2 perceft™m diameter is sampled by the spectrometer. The modifications

to 10 percent. Goodwin obtained the real and absorption indices© the spectrometer involved the removal of the aperture assembly

andk, from normal reflectance and transmission measurements@ifl 'eplacing it with a mirror. Reflection of modulated radiation

polished wafers of synthetic ash slags. Table 1 shows the comgépk from the interferometer to the sample with subsequent addi-

sition and density, and Fig. 1 shows the spectral complex refr fonal modulation has been identified as a problem with this type

tive index of the samples. As is evident from Fig. 1, the spectrﬁf measurement. Very little distortion of the spectra.due.to this
absorption index increases with increasing iron content betwegfieCt is observed. A room temperature Deuterated Triglycine Sul-

wavelengths from 1.2 to 4m; thereafter the values are similar./2{€ (DTGS)detector was used and as a result is not responsive to
The real index shows little increase with iron content between 185nission from surrounding objects. The entire spectrometer and
and 8um wavelength. It varies from about 1.6 at Juth wave- sa_lmpl_e furnace was covered with a perspex box which was purged
length to below 1 at §m, thereafter rising above 2. Among theWith nitrogen to remove IR absorption by water vapor and carbon
samples, sample S2 is weakly absorbing and sample S10digxide in the path of the sample emission.

strongly absorbing. The predictions made in this paper are forgamples Used. Two different particulate samples were used
isothermal and opaque deposits consisting of mqr)osized particlgsshe measurement. These are slag samples ground after melting
and for spectral normal measurements. A modified form of thgige mixtures at 1550°C in proportion similar to those found in
model can also be used for prediction of spectral hemispheriajyer station ash. Particles of such samples are expected to be of
emittance, apparent emittance of nonisothermal particulate depgsiform composition, which is presented in Table 1. To illustrate
its opaque and semi-transparent depodfs and radiative heat he effect of size on emittance, sample @2ercent F§05) was

transfer calculations in one-dimensional geometry. separated into two size groups, one having a size range of 5-35
um (Sauter mean diameter of 12/8m), the other being sieve
Experimental Work sized 45-53um. One size group of the sample S10 was used

. . . . in the experiment, with a size range of 5—3& (Sauter mean
Experimental work involving emission spectrometry was ur;

. 2 . meter of 14.9um). A comparison of emittance between the
dertaken on particulate deposits to measure their spectral normial nies 52 and S10 is intended to illustrate the effect of
emittance, which are then compared with model predictions. T dﬁmposition.
experimental equipment is located at the Division of Coal an

Energy Technology, CSIRO at North Ryde in Sydney. It has pri- Experiment Procedure. The sample to be analyzed is care-
marily been used to study the structural changes occurring in céally spread over the platinum surface. The sample heated to the
and other minerals on heatif@5,16]. The infrared emission cell desired temperature, was held at this temperature while accumu-
consists of a modified atomic absorption graphite rod furnace atadion of single beam spectrum took place. The spectra were re-
is illustrated in Fig. 2. The furnace was driven by a thyristocorded with the use of 64 scans at a nominal resolution of 2'cm
controlled ac power supply capable of delivering up to 150 amf$he emittance measured at 600°C is used in this paper. A graphite
at 12 volts. A platinum disk6 mm diameter), which acts as aplate with the same geometry as that of the platinum plate was
hotplate to heat the sample, is placed on the graphite rod. Ased to approximate a blackbody source. Spectra from the graph-
insulated 125um type R thermocouple was embedded inside thé&e plate and the platinum plate were acquired at the same tem-
platinum in such a way that the thermocouple junction wd@s3 peratures as those of the samples and stored for later use.

mm below the surface of the platinugRig. 2 inset). Temperature  To ascertain the opaqueness, the samples were first subjected to
control of =3°C at the maximum operating temperature ofransmission measurements before undertaking emission experi-
1500°C was achieved by using an Eurotherm Model 808 propanents. Thus for the same sample, two sets of spectral measure-
tional temperature controller, coupled to the thermocouple. Anents, transmission and emission, were carried out. An infrared
off-axis paraboloidal mirror with a focal length of 25 mmmicroscope was used for the purpose and the sample particles
mounted above the heater captured the infrared radiation andwere spread horizontally ovea 6 mm diameter area of a KBr
rected it into a Digilab FTS-60A Fourier transform infrared speowindow. For all the samples, concentration was such that the spec-
trometer. The heater assembly was located so that the surfaceralftransmittance across the layers was between 1 and 10 percent,
the platinum was slightly above the focal point of the off-axi$ut mostly under 2 percent. This amounted to using approximately
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10 mg of sample. This compared favourably with the findings 1

from another study8] by the author, where it was observed that a 0.9
sample density of about 400 gmimesulted in an opaque layer 508
(<2 percent transmittangéor such samples. %0-7
Sos

Calculation Procedure. For a sample particulate layer dis- Tos| el
tributed on the platinum plate during measurem@st shown in 204
Fig. 2) emittance was determined as follows: £0s

prediction for opaque deposit
particle size: 5¢ um

lsio— X1y 04
_ 3 g,tl R
SS,)\_(— Xega 2 0

Ibb,t2 12 3 4 5 6 7 8 9 10 t1 12
wavelength; um

where,
I = the intensity from the sample, as measured
l,g = the intensity from the platinum plate, as measured
Iy, = the intensity from the graphite plate, as measured
T = transmission across the sample, average of three mea-
surements from the IR microscope

eq = spectral emittance of graphite, from Toloukian and Hgf the emissive layer is evident. Measured emittance, as well as
[17] the predicted values are close to 1 between 7 andrBwave-

The temperature, is measured during the experiment, wheredgngth. This is the region of Christiansen Effect, where real index
t, depends on the thermal conductivit) and thicknesgt) of the  (n) of the sample is 1, the real index of the surrounding medium.
sample layer, and radiati@nd/or convectiveloss from the sur- In fact, Goodwin's samples have real index of 1 between 7 and 8
face. The transmittance’) depends primarily on the layer thick- wum wavelength. Apart from the reason of having similar compo-
ness. A procedure to estimate the top temperatuead its effect sition, the similarity in real index values justifies the use of the
on sample emittance is outlined in Bhattachaya]. It was ob- complex refractive index of Goodwin’s samples in the predictive
served that for the sample mass used in the experiment, the t@alculations.
peraturet, was not significantly below the temperaturg and  The model appears to underpredict emittance at wavelength be-
therefore,l ., (Which was measurednstead ofl y, , was used low 4 um, and overpredict above gm wavelength. The model
in Eq. (2) to estimate the sample emittance. The contribution frogpnsiders independent theory, multiple scattering, homogeneous
the intensity emitted from the platinum plate was taken into agomposition and spherical particles. The slag particles are ex-
count using Eq.(2). Data manipulation was performed on thePected to be of homogeneous composition because of melting
interferograms. during preparation. Also, the radiative properties of an aggregate

o o of irregular shaped particles are not affected significantly by the
Estimation of Error._ The error estimation procedure hasjeviation of their shape from spheriddl9,20]. Therefore, a com-
been formulated following Coleman and Stefl8]. The sources parison of the figures shows largely the effect of size on emit-
tainties in the spectral emittance of the graphite plate, uncertagsmposition. Also, the larger particles recorded higher emittance,
ties in measurement of the intensity from the graphite plate, plag-trend consistent with predictions. The measurements indicate
num plate and the samples. The details are presented i@t spectral emittance of particulate deposits could be as low as
Bhattacharya13]. The overall error in the measured emittance i§.3 at low wavelengths, supporting the trend in model predictions
estimated to be~0.06. and industrial measurements reported by Carter gtdl]. The
effect of particle size is primarily limited to the wavelength region
below 6 um, again supporting the predictions.

Comparison of Predicted and Measured Emittance Apart from composition and particle size, emittance of a de-
posit depends on strongly coupled ways with its thermal conduc-

Effect of Size. Results of model predictions and measuretivity, porosity and physical structuf@2]. The effects of Depen-
ments are presented in Figs. 3 and 4. In Fig. 3, predictions afent interactions, physical structure, or possible variation in
made for the upper, lower and the mean size of the particles usgfbrmal conductivity of the particles have not been considered in
In Fig. 4, predictions are shown only for the mean size of th@e simple model. Even then, good qualitative agreement is evi-
sample. In both figures, particulate character, as predicted earli@nt between the predicted and measured values.

Fig. 4 Comparison of measured and predicted emittance of
ash-like particulate deposits: sample S2, size range; 45-53 pm,
mean diameter 50 um.
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Fig. 3 Comparison of measured and predicted emittance of Fig. 5 Comparison of measured and predicted emittance of
ash-like particulate deposits: sample S2, size range; 5—-35 pm  ash-like particulate deposits: sample S10, size range; 5-33 pm
and sauter mean diameter 12.9 um. and sauter mean diameter 14.9  um.
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In a pf fired furnace, low wall emittance such as 0.3 may resuficknowledgment

in a decrease in heat absorption, and, therefore, in an increase i .
furnace exit temperature. The approximate changes in furnace e>_<i{Ilhe author acknowledges Dr. Tony Vassallo of the CSIRO, Di-

temperature may be estimated by a well-mixed furnace moddfion of Energy Technology for allowing the use of his equip-
[23]. The model assumes a uniform build-up of ash deposits ovBeNt, and assistance during measurements.

the complete furnace walls, and requires, among others, total ab-

sorbance of the wall deposits as input. Spectral absorbance of a

deposit is equal to the spectral emittance and the total absorbance

of a deposit may be estimated once the spectral emittance andlﬁ@ferences

flame temperatures are knom]. It is estimated that for a 660

MWe pf fired furnace’ a Change in wall emittance from O:%an [1] Elliston, D. G., Gray, W. A.’. Hlbberd, D. F., Ho, T. Y., and Williams, A., 1987,
tube)to a low value of 0.3 affects the furnace heat absorption in a “The Effect of Surface Emissivity on Furnace Performance,” J. Inst. Energy,

i i ° pp. 155-167.
way that the exit gas temperature Increases by 150°C. [2] Debellis, C. L., 1991, “Effect of Refractory Emittance in Industrial Furnaces,”

Effect Of Comp03|t|0n Flgure 5 ShOWS the measured emn:_ Fundamentals of Radiative Heat TransfefTD Vol. 160, pp. 104—115 )
tance of particulate deposits of sample S10. The ground particles) \F”Var't': Ti 't: C""“dl 295';6" Hs” 19:34; BTOE"'EAQSOTPE'V":/'FS and Em't'ssf}’A'tgf;é’fJ
of samples S2 and S10 had Sauter mean diameters ofh2#nd artcuiate Lol ASh from Spectra’ Banc Bmissivity Measurements, :
14.9 um, respectively. Both these samples had comparabl Eng. Gas Turbines Powel08, pp. 771-776.

-7 p p y- . . p_ p_ . 4] Boow, J., and Goard, P. R. C., 1969, “Fireside Deposits and Their Effect on
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A Model of Heat and Mass Transfer Experiments of Powers and Arellano

Beneath an Ablating Concrete Early in the Sandia molten core debris-concrete interaction test
program, exploratory experiments were performed in which steel
Surface melts were poured from an induction furnace into concrete cru-

cibles[6]. These tests involved 200 kg steel melts initially heated
to about 2000 K. The experiments were not well instrumented and

Michael Epstein no further heating was applied to the melt once it was poured on
Fauske & Associates, Inc., 16W070 West 83rd Street, the concrete. The melts cooled to the steel solidification tempera-
Burr Ridge, IL 60527 ture in about 4 minutes. Each concrete crucible was used several

times. The frozen mass of metal from a previous experiment was

removed and another test was initiated in the eroded crucible.

Motion picture records of the tests in which melts were poured
This paper presents a one-dimensional steady-state model of hig@ “fresh” concrete crucibles revealed concrete spallation
and water vapor transport just beneath an ablating concrete sugyents. The concrete spall fragments that escaped the crucible
face. In the model an evaporation front separates a dry poroygere collected and their thicknesses were found to vary from 2 to
region through which water vapor flows to the ablation front frony mm. From the motion picture records the mean ejection velocity
a semi-infinite region that is partially wet with evaporable watefof |imestone-type concrete fragments was determined to be about

The predicted water vapor pressures at the evaporation front agem s while that of basaltic concrete was about 3.75Tths
quite high and could conceivably cause the concrete to spall. The

moz_jel is quantitati\(ely compatit_ale with spallation events observ%ysica Model
during tests involving the pouring of molten steel onto concrete o ) )
and is capable of explaining the disparate results obtained in two A schematic diagram of the problem we wish to solve is pre-

rather extensive test series on the penetration of induction hea@nted in Fig. 1. It is assumed that the evaporable water held by
metallic pools into concrete [DOI: 10.1115/1.1666884 the concrete is converted into vapor some distance below the ab-

lating concrete surface. The vapor flows upwérdthe negative
] - x-direction)with superficial velocityj, through hot porous con-
Keywords: Ablation, Decomposition, Heat Transfer, Porous Merete to the ablating surface where it is released to the overlying
dia, Vaporization molten debris pool. Heat is conducted from the ablation front
through the porous region to the plane of evaporatior=ad .
The evaporation plane separates the dry porous region of thick-
. nessédy from the semi-infinite concrete regiot™ &4 that is par-
Introduction tially wet with evaporable water. At the evaporation front the wa-
Studies of postulated severe accidents in nuclear reactors htgre exerts an equilibrium pressur®.(Ts,) at the local
included consideration of the consequences of molten core deliegperaturels,;. The water vapor released at the plane of evapo-
draining from the reactor vessel onto the horizontal surface of thation is transported across the porous region to the ablation front
concrete foundation below the reactor vessel. Extensive expdritthe imposed pressure differenegy(Ts,) — P, whereP, is the
mental studies of the erosion rate of concrete by overlying molt@tessure in the overlying pool. The objective of the analysis is to
steel were carried out at Sandia National Laborafary3] and at compute the vapor pressuig, at the evaporation front.
Kernforshungszentrum KarlsruhékfK), Germany [see, e.g.  The prediction ofP. is based on the following set of simpli-
[4],[5]]. In the KfK (so-called BETA)experiments and in the San-fying assumptions which are examined more quantitatively in a
dia experiments the melt/concrete interaction was sustained bysabsequent sectiofil) the ablation front propagates at a constant
induction heating coil placed around the interaction vessel. Thelocity v, so that constant-patter(steady-statefemperature
metallic pool penetration rates measured in the BETA experiments
were up to an order-of-magnitude higher than those reported by
Sandia for similar pool temperatures and identical concrete sub-
strates. In considering this discrepancy, for which no defensible

explanation has yet been offered, it is proposed here that intense Moiten
impingement heat transfer during the initial pouring of the steel D,S“c‘,’g',s
melt from a relatively high elevation into the BETA test-section
concrete cavity resulted in early, rapid concrete erosion. The ero- Concrete
sion rate was so rapid that the free water in the concrete exerted a* =9 “‘A,E.’,'gﬂg“
high vapor pressure just beneath the concrete surface which
caused concrete surface spallation that wiped away the slag resis- X Porous
tance to heat transfer. Once started, the rapid erosion rate was o
self-sustaining. Surface spallation did not occur in the inductively
heated melt pools in the Sandia tests because the steel melt was, _ #Evgﬁg‘,g;ion
either gradually generated in the test section or the pour stream Plane
was too short to initiate surface spallation.

A one-dimensional model is presented below that supports a
spallation mechanism in the BETA tests, based on the presence of Wt
readily vaporized water and available measurements of the perme- “ Impermeable
ability of concrete as a function of temperature. Before the model g 3332{3::

is introduced it will prove useful to review early experiments in-
volving steel melts poured onto concrete in the absence of an
applied heat sourdé], since concrete spallation was observed in
these experiments.

S e
ME976073.CDR 7-

Contributed by the Heat Transfer Division for publication in tr@BNAL OF . o ) o
HEAT TRANSFER Manuscript received by the Heat Transfer Division November 22Fig. 1 Schematic diagram of concrete ablation model; indicat-
2002; revision received June 17, 2003. Associate Editor: J. N. Chung. ing nomenclature and temperature and pressure profiles
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profilesT4(x) andT,,(x) are established in the dry and wet zonesTable 1 Values of parameters in permeability equation  (Eq. 9)
respectivelyf2) the evaporation plane is regarded as a sharp frort

that is very thin on the scale of the thickness of the porous region Temp. Range Kg B,
o M S oncrete (K) (m?) (K™)

and the rate limiting process for concrete “dehydration” is taken

to be water vapor convectiofDarcy flow) through the porous Basaltic 373-900 2.18x10° Y 0.0110

layer between the water evaporation and concrete ablation frortispestone 373-692 5.29%x10" % 0.0192

(3) all the water vapor produced at the evaporation plane flognestone 692-1023 3.147x10° 0.01013

upward to the ablation front at the opposite end of the poroes
region; (4) forced and natural convection heat transfer in the po-

rous region due to water vapor transport is negligible compared

with conduction;(5) the pressure difference due to surface tension

effects across the evaporation front is small comparedPdgp perature. Their data on the permeabilities of basaltic and lime-
—P,; and (6) the physical properties of the concrete and thstone concretes were fit by the exponential function

viscosity u4 of the water vapor may be replaced by constant av- _

erage values appropriate to the temperature intervals of interest. K= Ko exp(BT) ©)

It is obvious from Assumptioiil) that attention is focused on awhere the numerical values of the parameteysand B are given
one-dimensional system of coordinates in which the ablation fl’Oiﬂf. Table 1. In the present prob|em the local concrete temperature
is at rest and the concrete medium moves with velogjtyin the  may be as high as about 1600 K so that extrapolation of(%x.
negativex-direction. The position of the ablation front is taken tavould appear to be necessary. This issue will be discussed later

bex=0. on.
) ) The solutions of Eq91) and(2) that satisfy the relevant bound-
Governing Equations ary conditions in Egs.5) to (7) give, after introducing the
The conduction equation for the temperature profijgx) in  @PProXimationpyCy=pyCy,
the dry porous region of the translating concrete is Uy il s Tonp— Teat 10
dTy d?Ty d Yghig/Cuwt Tsar Ts
Vo tag—o—= =0; 0<x<4y (2)
dx dx dT Y 4h
. . . L d__Um 9'lfg
while the conduction equation for the temperature prdfjéx) in WX ay Ta—Tst (11)
the region “upstream” of the evaporation plane, which is wet with
evaporable water, is Using Eg.(11) to eliminate independent distance variaklen
, Darcy's equatio(Eq. 3)in favor of temperaturd 4 and by invok-
v dTy ia d<Ty —0F Si<x<o ?) ing Eqgs.(4), (8), and(9), a separable first-order differential equa-
™ dx W dx? v tion between pressuf@ and temperatur@& in the porous region

. . of the concrete is obtained:
The momentum equation for the local mass-average velgity

perficial) j, of the water vapor within the dry porous region is  PdP HgapwY Ry Ty

given by the differential form of Darcy’s Law: T, =- o Tq—Tot Yghrg/Cw exp—BTy)
dP  ugjg (12)
—=——; 0<x<§y 3) . . .
dx K Equation (12) can be integrated between the ablation plane

- . . where P=P, and T=T,, and the evaporation plane where
In writing Eqg. (3) the relative motion between the gas and th§>= Peq @andT=Tg, to obtain the closed form resuilt:
moving solid concrete was ignored since in all cases of interest

j¢>vm. The constant upward rate of water vapor mass flow ) ,  2mgaapwYgRg
through the porous region equals the rate at which vapor is gen- Peq=Pit T RTOB f(Tsa) (13)
erated at the evaporation plane: s

where k(Ts) is Eq. (9) evaluated afls and the dimensionless

PwYgUm=JoPg 4 function f(Ty,) is defined as
The boundary conditions at the water evaporation plane
ot P Pl (T ca = X4 — B(Tear= Tot Yhig/Cu) 1~ X~ B(Tpp— T
dT, dT, +Yghtg/Cu) 1+ B(To— Yghig /Cu){EI[B(Tsar Ts
PuYgUmNig=—Ka=qe™ tkugi ™ X= ®) +Yghig /€)1~ E[B(Trmp—Te+ Yohig /)] (14)
To(80)=Tw(8a)=Tsatr  P(84)=Peq Tsad (6) The function Ei[A]in the above equation is the exponential
int I

Equation(5) states that the energy required to evaporate the Wa{gregra

is equal to the difference between the heat conducted in and out of ) e ¢

the evaporation plane. At the ablation fron=(0) and atx=cc Ei[M)]= ?dg (15)

the temperature and vapor pressure profiles must satisfy the A

conditions Strictly speaking, Eqs(13) and (14) are not valid for limestone

_ _ _ concrete. The permeability versus temperature function for this
Ta0)=Tmp,  PO)=P¢, Tu(*)=Ts ) material is composed of two exponentials connected in a piece-
The model for evaporable water release from ablating concretése continuous manneisee Eq.(9) and Table 1). Thus one

is complete with the addition of two equations. One equation igould expect more terms to appear in E(k3) and (14) involv-
the ideal gas law for the vapor in the porous region, namely, ing two different«,, B pairs, one pair for the low temperature
P—p R.T ®) range 373-692 K and the other pair for the high temperature
Pglgld range 692 K tol',,,,. It will be seen later on, however, that for the
The other equation is for the permeability of the porous concreimmestone concrete ablation problems considered here it is permis-
region. The experimental measurements of McCormack ¢7&l. sible to consider only one temperature range and, therefore, only
show that the concrete permeability increases rapidly with terone pair ofxy, B values.
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Equation(13) is a relationship between the two unknov\mé] Table 3 Predictions of equilibrium pressures exerted by the
and T, at the evaporation front. Since thermodynamic equiliblease of evaporable water and CO , in basaltic and limestone
rium is assumed to prevail at the evaporation front the stegifincretes
tables provide another relationship betwegn, and T, and the

Gas Gas Mass PredictedTg, PredictedP.,— P,

simultaneous numerical solution of these coupled relationshipgncrete  Released Fraction (K) (atm)
yields the pressur®,, exerted by the vapor at the evaporation i

front. The actual numerical solution was performed using the foﬁ'ier‘r?ggtlgne gg 8-8‘3% 232-2 %-‘112
lowing water vapor pressure fit of steam table datawithin 4.0  g5saric co 0.0292 1168.7 2 1x10"
percent for 370T ;<584 K): Limestone  CQ 0.357 1168.8 2.4%10°3

4795
Peq=10° exp — +10.55 (16)

sat
whereTgyis in K and P is in Pa.
The theory presented in the foregoing can also be used to
culate the pressure exerted by £gas within the concrete due to ¢
carbonate decomposition, providing that it is reasonable to regg
the carbonate decomposition zone as a sharp front. Specific%g

ability of limestone concrete is about one order-of-magnitude less
an the permeability of basaltic concrg?d. TheP,— P, results
r H,O are consistent with Powers and Arellano’s observations of
ghly 40 percent lower ejection velocities for basaltic concrete
all fragments relative to fragments ejected from limestone con-
etes. The ejection velocity can be shown to be proportional to
th.—P,)Y2 assuming thatP., remains constant behind an
ejecting spall fragment. The model results also confirm their con-
jecture that decarboxylation is not likely to be responsible for
concrete spallation. The predicted low internal gas pressures asso-
ciated with CQ release is a consequence of the fact that decar-
boxylation occurs in zones of high concrete temperatures having
V?’@Iatively high concrete permeabilities. A high-temperature porous
concrete region offers little “frictional” resistance to the upward
flow of CO, gas.
Peq=10° ex;{ - + 17-854) (7) The predictioriT =437 K for limestone concrete is based only
on theky, B values in Table 1 for the low temperature range 373
wherePq is in Pa andTg is in K. Equation(17) is a fit to the to 692 K. For a change in temperature from 437 K to 692 K the
saturation vapor pressure calculations for the reaction equilibriysermeability of limestone concrete increases by a factor of about
CaCGg=Ca0+CO,. Assuming, instead, that GOs produced 140. Thus practically all the resistance to upward water vapor flow
from dolomite, MgCa(C@),, does not change the numerical rein the porous region occurs close to the evaporation front and the

for the CQ case the water evaporation plane in Fig. 1 is replac
by a carbonate decomposition plane. In terms of obtaining n
merical results with Eq9(13) and (14) Y is now the mass frac-
tion of CG, in the concretehyy is identified with the heat of
carbonate decompositiofdecarboxylation and Ry is the ideal
gas constant for CO Also, Eq.(16)is replaced by an equilibrium
law for carbonate decomposition. Assuming £i® produced in
the concrete by the decarboxylation of calcium carbonate,
have

2.085x10*

sat

sults in a substantial way. precise values of the permeability at locations where the tempera-
ture is above 692 K are not important. Extrapolation of & .to
Discussion of Results Tmp=1600 K is indeed not required. Another way of stating this

) ) ) ] is that in Eq.(14) the terms containing ,, are negligible com-

The physical property values used in the numerical solutions ghred with the terms containifi,. The predicted ., values for
Egs.(13)and(16) for H,O release and Eggl3) and(17)for CO,  CO, gas release are outside and above the temperature range in-
release are summarized in Tablgsee also, Table 1). The ther-vestigated by McCormack et g7] in their laboratory study of
mophysical properties values of concrete were taken ff8in concrete permeability so that some extrapolation of @jwas
Concrete does not melt at a single, sharp temperature. Ratheteljuired. However, any inaccuracies associated with this extrapo-
melts over a range. In the Sandia telsise, e.g.[1]) the concrete |ation does not alter the conclusion that the gas pressure generated
ablation front was identified with the 1600 K isotherm as detepy CO, release is negligible.
mined by thermocouples cast into the concrete substrate and thighe fact that high-internal-water-vapor pressures are predicted
value is used here foF . by the model does not provide a complete explanation for the

The P predictions are shown in Table 3 and they are compagnset of spallation. If the plane of free water evaporation is far
ible with the observations of Powers and Arellgid. We note removed from the ablating surface, that is “deep” within the con-
that the driving pressurBq,— P, for water flow in the limestone crete, then it is reasonable to suppose that the concrete can with-
concrete is more than twice that in basaltic concrete, even thouglind the few atmospheres of internal pressure produced by water
these concretes contain similar amounts of readily vaporized Watease. However, Spa”ation may occur if the zone of h|gh pres-
ter (see Table 2). The reason for this difference is that the permgire is just beneath the ablating surface. According to the obser-

vations of Powers and Arellan], the thicknesses of the spall
fragments ranged in size from 2.0 to 7.0 mm. Thus a possible

Table 2 Physical constants used in the numerical determina- criterion for the onset of spallation is obtained by demanding that
tions of P the thicknessy, of the porous region of the concrefgee Fig. 1)

—— be less than the largest measured spall fragment, denoted here as
Concrete Thermal Diffusivity ag=6.4x10 " m’s? the critical size fragmentsy .;=7.0 mm. The criterion &,
Gas Viscosity ng=2%10"° Pas =84 it Can be combined with Eq(10) for vy, to arrive at a
Concrete Density pw=2340 kg m'® '

critical ablation velocity ,, ., which if exceeded, results in spal-

" - m .
gg{;}ci;tte(ggj)c :DﬂrCeSH:ui ;wjg? ;:g K lation. Using the parameter estimates from Table 2 and the pre-
H,O Mass Fraction in Basaltic Concrete v'=0.042 diction T,=410 K for basaltic concretésee Table 3jn Eq. (10)

H,0 Mass Fraction in Limestone Concrete Yg=0.039 leads to a threshold ablation velocity for spallationg, et

CO, Mass Fraction in Basaltic Concrete  Y,=0.0292 =0.17 mm s 1. This value is consistent with the notion that spal-

CO, Mass Fraction in Limestone Concrete Y=0.357 lation did not occur in the Sandia inductively heated pool tests but

I — —1
26(2) HH::ttgff S\e/;;;osrsnon ng;ggﬁgz j ::g,l was important in most of the BETA tests in that the measured
Ablation Temperature 79 600 K g ablation rates in the Sandia tests fall well below this value while
Cold Concrete Temperature T2 293K the ablation rates measured in the BETA tests are close to or
exceed this value.
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In all likelihood the mechanism of ablation is dictated early on Pgi oCq
during the melt pool formation stage. The BETA tests were initi- — =
ated by pouring about 300 kg of steel melt into the interaction Pt mCw
crucible from a height of several meters. Presumably the comiince Y,<1.0 for water(see Table 2Xhis inequality is indeed
nation of intense impingement heat transfer, fresh concrete caatisfied. Natural convection in the dry region can be neglected
taining free water, and induction-heating power, led to the sugAssumption 4)if the appropriately defined Rayleigh number,
tained, rapid concrete erosion rates measured in these tests. The ST T
rapid erosion process is achieved by concrete spallation which Ra:w,
eliminates the slag resistance to heat transfer. In contrast, the in- avy

ductively heated melt pools in the Sandia tel2s3] developed g sma)1 The approximate values of the parameters inZx.are:
gradually by melting at low power a solid steel cylinder initiaIIyK: 1.3%10" 12 m2 [at (Teatt Tro)/2=10° K] B=2.4
placed in the interaction cavity. In these experiments the comhi- 0;3 K1 5-70x103 msa‘ T mp__l_ _1196 K _4'7
nation of low initial concrete heating rates and the possible loss of L4 g AT ;AP sar poa

some free water by preheating of the concrete before the start’of0 = M" S aPSd vg=1.3x107> m"s"". These estimates
ablation prevented the possibility of spallation and concomita¥teld Ra=4.2107>. Itis well known that natural convection is
rapid ablation. In the early transient cooldown tests performed 2gdligible for Ra<40.0. _ )

Sandia[6] spallation did not occur in concrete crucibles that were With respect to the influence of interfacial curvature Bg,
previously dried by exposure to steel melts. Note that this obséfSSUmption 5), Satik and Yortss2]have shown that this effect
vation rules out a thermal stress mechanism of spallation. In tifeSmall unless the permeability of the porous medium is less than
Sandia tests reported ] about 45 kg of steel melt was pouredabout 10 ** m?. For the concrete materials and temperature
into the concrete crucible from a height of 1.0 m. Apparently theainges presented in this stuy-2x 10" '¢ m?.

duration and intensity of the early stage melt-to-concrete heat

transfer in these tests were limited by the relatively small melt

mass poured and small pour height, compared with the melt m@ancluding Remarks

and pour height in the BETA tests.

Steel melts poured onto concrete may initiate a rapid concrete
erosion process via the mechanism of concrete surface spallation
by readily vaporized water. Concrete spallation was observed dur-
g the pouring of molten steel into concrete crucibles and prior to
model presented in the foregoing is examined. We begin with tha. cooldovx;n of thﬁ Tftﬁl' The present model of heat anéi waterr]
assumption of steady-state ablati@ssumption 1). vapor transfer in the high temperature environment just beneat

£" ablating concrete surface rationalizes spallation observations

In the -BETA tes_t{4,5]the able_ltion front Ioca_tion was _observe during the transient cooldown tests and suggests that sustained
to vary linearly with time, starting from the first ablation depth llation-driven concrete erosion occurred during experiments

measurement at about 10 s out to the end of the tests at ab TA tests)in which the metal melt was continually heated after
400 s. It is apparent that steady-state catastrophic concrete ero y .
was established very quickl< 10 s). This observation is con- | was poured onto concrete. The present model can not predict
sistent with available solutions to the transient heat-conductiéw(ather or not a given metallier OX'O.“C) pour will result in rapid
equation written for moving solidésee, e.g.[9]), from which concrete erosion by surface spallation. Such a prediction will re-
the relaxation time., to steady state is easily seen to be of thd|iré & new model which is capable of dealing with the transient
period during which melt-pool heat transfer evolves from im-

order pingement heat transfer.

YqCq
Cw

<1.0 (20)

(21)

Discussion of Assumptions _
In this section the validity of the assumptions underlying thi

772ad -1

4

v
—+
day

(18)

tss™

Using the previous estimai#=7.0 mm and the average ablation a
velocity measured in the BETA tests,=0.3mm !, givestg, Eé
~6s.

Assumption(2) concerning the sharp boundary between the wet  Cg
and dry zones is based on experimental measurements. Measured 9
temperature histories at various depths below an ablating concrete''fg
surface exhibit discontinuities in slope when the concrete tem-
perature rises to the boiling point of watel]. The wet/dry line
interface assumption has been used in previous theoretical studies o
of water evaporation or condensation in porous meésée, e.g.,

[10,11]). P
Assumption(3) (negligible downward vapor transppmill be Peq
valid if ¢
Ry

t
Og(Ts) T
————-<1.0 19 T
Swk(Tsa (19) Trp

In all the experiments cited here5;<s,,. Also «(Tga)
=4.0«(Ts), thereby assuring a negligible amount of downward Ty
vapor escape. Measurements of the concrete off-gas flow rates
indicate that practically all of the gas stored in the concrete v,
(H,O+CQ,) is released to the overlying steel mggf. X

Forced-convection vapor heat transport in the dry region is neg- Yy
ligible (Assumption 4)providing that(see Eq.(4))

Journal of Heat Transfer

Nomenclature

thermal diffusivity of concrete

constant in permeability function, E¢P)

specific heat of concrete

specific heat of water vapor

gravitational constant

latent heat of evaporation of water or heat of carbon-
ate decomposition

thermal conductivity of concrete

superficial velocity of water vapor in dry porous re-
gion

local water vapor pressure in dry porous region
equilibrium water vapor pressure at evaporation front
pressure in the overlying melt pool

ideal gas constant for water

relaxation time to steady state

local temperature

concrete meltindablation)temperature

temperature of wet concrete far from the evaporation
plane

equilibrium (saturationtemperature at evaporation
front

concrete ablation velocity

distance measured from ablation plane into concrete
mass fraction of evaporable water in wet concrete or
mass fraction of C@“stored” in concrete
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Greek Letters We investigate the inverse problem in the heat equation involving
thermal diffusivity (concrete thermal conductivity e recovery of the initial temperature from measurements of the
divided by volumetric heat capacity of steam final temperature. This problem is extremely ill-posed and it is
84 = thickness of dry porous region believed that only information in the. first few modes can be re-
5, = thickness of wet region covereld by classical rrgethor?s.hWe will _cont5|der tdhls pr(I)bI_em v;/;}th
_ o ; a regularizing parameter which approximates and regularizes the
e D porous region heat conduction model[DOI: 10.1115/1.1666886

g = Viscosity of water vapor

R
Il

vy = kinematic viscosity of water vapor Keywords: Analytical, Heat Transfer, Inverse, Stability, Tempera-
pg = local water vapor density in dry porous region ture
pw = density of wet concrete
Subscripts
d = pertains to dry porous region 1 Introduction

g = pertains to water vapor

. ‘ - The classical direct problem in heat conduction is to determine
w = pertains to wet region or liquid water

the temperature distribution of a body as the time progresses. The
task of determining the initial temperature distribution from the
final distribution is distinct from the direct problem and is identi-
References fied as the initial_ inverse heegt conduction problem. This_ type of
inverse problem is extremely ill-posed, e.g., Endlé There is an

[1] Blose, R. E., Gronager, J. E., Suo-Antila, A. J., and Brockmann, J. E., 1983|ternative approach which consists of a reformulation of the clas-

“SWISS: Sustained Heated Metallic Melt/Concrete Interactions with Overly_; : . .
ing Pools," Sandia National Lab. Report SAND85-154UREG/CR-4727),  Sical heat equation by a hyperbolic heat equatiee Webef?2],
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260-282. ferential equation correctly models the problem; see Vedavarz

[5] Alsmeyer, H., 1995, “Review of Experiments on Dry Corium Concrete Interet al.[5] and Gratzke et al.6] among others. The initial inverse
action,” in Molten Corium/Concrete Interaction and Corium Coolability—Aproplem in the hyperbolic heat equation is stable and well posed.

Eﬁtzgf;ge_gg ReparEuropean Commission, Brussels, Report EVR 1664410 6ver, numerical methods for hyperbolic problems are effi-

[6] Powers, D. A., and Arrellano, F. E., 1982, “Large-Scale, Transient Tests of tfei€nt and accurate. We will utilize the small value of the parameter
Interaction of Molten Steel with Concrete,” Sandia National Laboratory Reand apply the WKBJWentzel, Kramers, Brillouin, and Jeffreys
port SAND81-1753NUREG/CR-2282). _method to solve the initial inverse problem, see Bender and

[7] McCormack, J. D., Postma, A. K., and Schur, J. A., 1979, “Water Evqunorbrsza [7]
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[8] Kao, L. S., and Kazimi, M. S., 1987, “Thermal Hydraulics of Core/Concrete
Interactions in Severe LWR Accidents,” MIT Report MITNE-276.

[9] Carslaw, H. S., and Jaeger, J. C., 1968nduction of Heat in Solid®2nd ed., 2 Initial Inverse Problem in the Heat Equation
Oxford Univ. Press, p. 391.

[10] Rubin, A., and Schweitzer, S., 1972, “Heat Transfer in Porous Media with Supposing we have a metal bar, which for the sake of conve-

Phase Change,” Int. J. Heat Mass Transiér, pp. 43-59. : ; _
[11] Chung, M., and Catton, 1., 1993, “Steam Injection into a Slow Water Flowmence we take to ?Xte”d over Fhe m_terv;ai@s 7, whose te.m
Through Porous Media,” ASME J. Heat TransféL5, pp. 734—743. perature at the poink and at timet is given by the function
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au_ d*u
E_ﬁy 0<x<m, t>0 (1)
with homogeneous Dirichlet boundary conditions
Investigation of the Initial Inverse u(0,)=u(m,t)=0 )
Problem in the Heat Equation We assume the final temperature distribution of the bar at time
=T
Khalid Masood f(x)=u(x,T) ®)
e-mail: masood@kfupm.edu.sa and we want to recover the initial temperature profile of the bar
Hafr Al-Batin Community College, King Fahd University 9(x)=u(x,0) ()

of Petroleum and Minerals, P.O. Box 5087,

Dhahran 31261, Saudi Arabia The condition(2) can be replaced by an insulated boundary, i.e.,

u,(0t) =uy(7,t)=0, since it is important in some applications,
see for example Beck et dB] and Al-Khalidy[9].

F. D. Zaman We assume by the separation of the variables, the solution of
e-mail: fzaman@kfupm.edu.sa the direct problem of the form
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* approximate solution as a finite linear combination of a certain
u(x,t)= 2 Un(t) dn(X) (5) functional system, see, e.g., Vasin and AgE&y].
n=1 The methods mentioned in the previous paragraph may be ap-
plied for solving the extensive class of inverse problems. These
methods do not take into account the specific character of concrete
inverse problems. The Lion’s method and the method we present
in this paper take into account peculiarities of the inverse prob-
o lem. There is an alternative approach to the inverse heat conduc-
g(x)= z Chbn(x), xe[0,7] (6) tion problem[2,3], which consists of introducing a small damping
n=1 parameter with the termfu/dt2. So, let us consider the following

So, we can write the solution of the direct problétpin the form hyperbolic heat equation

The eigenfunctions ad?/dx? given by ¢,,(x) = 27 sin(nx) form
a complete orthonormal system ih?[0,7]. Thus, g(x)
e L?[0,7] can be expanded as

* Fu au  d*u
U(X:t):;::l c, exp{—nzt]q&n(x) (7) EF'F E* E, e>0, 0<x<m, (13)
Now by applying(3), we can write together with condition$2—4) and one additional condition
™ Ju
f(x)= f K(x,£)g(£)d¢ (8) 5 (10=0. (14)
0
which is an integral equation of the first kind. The singular systeffPllowing the same procedure as that for the parabolic heat equa-
of the integral Eq(8) is given by tion and assuming the solution of the foK&), for e—~0" we get

[exXtl — N2T], bu(X), (X)) the following ordinary differential equation
ext —n°T], édn(X), dn(Xx

Now by applica icard’ - day(t) day(t)
y application of Picard’s theorem the inverse problem can € +n2a,(t)=0, >0, t>0 (15)
be solved if di2 dt n ) ) ,

” subject to

> exd 2n2T]|f ) 2<o (10)

= da,(0)

a,(0)=c,, and =0. (16)

where dt

m This is a singular perturbation problem, so we seek the WKBJ
fo=1 én(OF(HAS (11) solution to this probleni7]. The WKBJ solution tq15) is
0

2 2
are the classical Fourier coefficients ofNow again using Pi- _|.en -1 —n2t1+ €n“Cn 2 _E
card’s theorem, we can recover the initial profile by the following 2n(t) (26n2_ Cn X —n°t] 2en2—1 expnt €
expression 17
” ) Using Picard’s theorem the solution exists if
900 =2, exi{n?T]fndn() 12 o
=
n
Picard’s theorem demonstrates the ill-posed nature of the proble.?_‘aﬂ’1 en?—1 en? T112
considered. If we perturb the data by settiifgf + 5¢,, we ob- 5 exf —n?T]+ 5 exp{ n?T— 2}
tain a perturbed solutiog’=g+ 5¢, exdn?T]. Hence, the ratio 2en"—1 2en"—1

llg®—gll/||f°— f||=exdn?T] can be made arbitrarily large due to 18)
the fact that the singular values ¢xm?T| decay exponentially. and the solution is given by

The influence of errors in the datds obviously affected by the "

rate of this decay. So in regularizing, we will confine ourselvesto, . z

lower modes by only retaining the first few terms in the serieg(x)_n:1

(12). This technique of truncating the series is known as truncated

singular value decompositiofTSVD), see Hanse[0]. o frdn(X)
2_
3 The Hyperbolic Model (( e 1 )eXF[—nzT]-l-

en? 5 T
5 5 expn“T— p
The method we apply is similar to the quasi-inverse method of 2en”—1 2en”—1
Lions [11]. The Lions’ method is based on replacing the problem (29)
(1-4 by a problem for equation of higher order with a sma%\EF

. 4 . .
parameter. There are several methods for solving ill-posed pr ypposinge— 0" in the expressio19), we get the solution of

lems. The quasi-solution method to solve the equation of the fi heat conduction problerfi2). Soz t.h? solution of the heat .
kind was introduced by Ivandid2]. The essence of this method i equation can also be treated as the limiting case of the hyperbolic
to change the notion of solution of an ill-posed problem so th ’eat equation.

for certain conditions, the problem of its determination will be Example. Let us consider the initial temperature distribution
well-posed. Tikhonov's regularization method is widely used fasf the form g(x) = 277 sin(mx), wherem is some fixed integer,

solving linear and nonlinear operator equations of the first kinghen the final data fof19) and(12) can be given by
see Tikhonov and ArsenifiL3]. Iterative methods are applied to
em? ;{ 5 T}
——|exgmT——
2em>—1 €

solve different problems and particularly these methods can also em?—1 )
be applied to solve operator equations of the first kind. Moul- fm= m exd —m-T]+
tanovsky[14] applied such an iterative method to solve an initial €

inverse heat transfer problem. The projective methods for solving (20)
various ill-posed problems are based on the representation of el
Journal of Heat Transfer APRIL 2004, Vol. 126 / 295
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Fig. 1 The case of noisy data with SNR

T=1, and €=0.04. The noisy data used in the heat conduction
solution (12) is represented by the dotted line and in the

damped wave solution

(19) by the thin solid line and the noise-

less temperature by the thick solid line.

=50 dB, N=3, m=2,

inherent instability of the parabolic heat conduction model is clear
from Fig. 3 by observing the range of the vertical axis.

Conclusions

The inverse solution of the heat conduction model is character-
ized by discontinuous dependence on the data. It is shown that in
case of noisy data, the hyperbolic model approximates the exact
initial profile better than the parabolic heat conduction model.
Further, in the case of noisy data, the information about the initial
profile cannot be recovered for higher modes by the parabolic heat
conduction model but by the hyperbolic model some useful infor-
mation may be recovered. However for higher modes the infor-
mation recovered by the hyperbolic model is better than the para-
bolic model but it may not be good enough for a particular
application.

fm=exgd —m?T]. (21)
The expression{20) represents the final data for the hyperbolic

model corresponding to the assumed initial profix) in the Acknowledgment

absence of the noise. Usitg0) in the expressioiil9), the initial
profile g(x) can be recovered exactly. The expressiph) repre-
sents the final data for the parabolic model corresponding to t
assumed initial profilg(x) in the absence of the noise and the
initial profile can be recovered exactly by using it in the expres-
sion (12).

Now we analyze the models by adding white Gaussian noise to

The authors wish to acknowledge support provided by the King
ahd University of Petroleum and Minerals and the Hafr Al-Batin
mmunity College.

the data(21). The reason to ug@1) as final data is that the exactNomenclature

measured data would be of this form. In Figs. 1-3, we use the

noisy data(white Gaussian noise(21)) in both parabolic heat
conduction and hyperbolic heat models and see the mean behaviorl-| =

of 100 independent realizations.

We have considered the second mode, thatnis,2 in Figs.
1-3 as well as retaining the first three ters=(3) in serieq12)
and(19). In Fig. 1, the hyperbolic heat model behaves better tharsNR =
the parabolic heat conduction model for SNBO dB. We have WKBJ =
increased the level of noise in Figs. 2—-3 to SNE dB. The

05

Fig. 2 Response of the damped model
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Fig. 3 Response of the classical heat model
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(12) in the case of

noisy data with SNR =20 dB, N=3, m=2, T=1
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|-| = absolute value

norm
Ch = fgg(x)d)n(T)dT
K(ng) = 2;0:1 eXF[_nzﬂ¢n(§)¢n(X)
Uy = dulox

signal-to-noise ratio
Wentzel, Kramers, Brillouin, and Jeffreys
eigenfunctions

dn(x) =
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Effect of Double Stratification on Free Although the effect of stratification of the medium on the heat

. . . removal process in a porous medium is important, very little work
Convection in a Darcian Porous has been reported in the literature. Bef&1, Singh and Sharma
Medium [9], and Kalpana and Sindh0] studied the problem of boundary
layer free convection along an isothermal vertical flat plate im-
mersed in a thermally stratified fluid saturated porous medium
P. V. S. N. Murthy :Jsing integral ?nd”series solution _tichhniquels. Thgf_case offp?]wer

™ ” ; aw variation of wall temperature with thermal stratification of the
e-mail: pvsnm@maths.iitkgp.eret.in medium was discussed at length by Nakayama and Korfteya

Department of Mathematics, Indian Institute of and by Lai et al[12]. Takhar and PopL3] investigated the free

Technology, Kharagpur 721 302, W.B., India convective transport from a vertical flat plate in a thermally strati-
fied Darcian fluid where the ambient temperature variex'&s

D. Srinivasacharya and P. V. S. S. S. R. using the similarity solution technique.

Krishna In practical situations where the heat and mass transfer mecha-

. . . nisms run in parallel, particularly in porous media applications, it
Department of Mathematics and Humanities, National is worth analysing the effect of double stratificati@tratification
Institute of Technology, Warangal, 506 004, A.P., of the medium with respect to the thermal and concentration
India fields) on the free convective heat and mass transfer in porous
media. In the present paper, we extend the work of Takhar and
Pop [13] to uncover the effect of double stratification on free
The problem of free convection heat and mass transfer from chnvection heat and mass. trgnsfer in a Darcian. fluid saturated
. ) o - orous medium using the similarity solution technique.
tical surface embedded in a doubly stratified porous medium has
been studied. The similarity solution is presented for the case of
uniform h_e_at e_md mass flux <_:onditions when the thermal and sg- Governing Equations
lutal stratification of the medium are assumed to have the power ] )
function form *3. The flow, temperature and concentration fields Frée convection heat and mass transfer from an impermeable
are effected by the complex interactions among the diffusion rajf§'tical flat wall in a stable and doubly stratified fluid saturated
parameter Le and buoyancy ratio parameter N in addition to the0rous medium is considered for study, the schematic drawing is
flow driving Darcy-Rayleigh number Ra The temperature and shown |n.F.|g. 1. The wall is mam;amed at constant heat and mass
concentration profiles are effected due to double stratification #px conditionsq,, and g, respectively. The temperature and the
the medium and its effect on the Nusselt and Sherwood number@gSS concentration of the ambient medium are assumed to be in
discussed. [DOI: 10.1115/1.1667525 the form T..(x) =T.. o+ Ax"%, C..=C.. o+ Bx" whereT.. ; and
C.. o are the temperature and concentration at any reference point
inside the boundary layers respectively. We also assume that the
Keywords: Boundary Layer, Heat Transfer, Mass Transfer, Natyq,y is slow such that the Darcy law is valid. Then the governing
ral Convection, Porous Media, Stratified equations for the boundary layer flow, heat and mass transfer from
the wally=0 into the fluid saturated stratified porous medixm
=0 andy>0 (after making use of the Boussinesq approximation

1 Introduction are given by(see Nield and Bejafi7])

Thermal and solutal transport by fluid flowing through a porous au g
matrix is a phenomenon of great interest from both theory and —+—=0 (2)
application point of view. Heat transfer studies in fluid saturated 2

porous media have given insight into understanding dynamics of

hot underground springs, terrestrial heat flow through aquifer, hot _ Kg

fluid and ignition front displacements in reservoir engineering, u= T{BT(T*Tx)ﬁBc(C*Cx)} 2)
heat exchange between soil and atmosphere, flow of moisture

through porous industrial materials, and heat exchanges with flu- JT JT 2T

idized beds. Mass transfer studies have applications in miscible Ut ) — = —— 3)

displacements in oil reservoirs, spreading of solutes in fluidized (28 ady ay?

beds and crystal washers and salt leaching in soils. Prevention of

salt dissolution into the lake water near sea shores has become a aC 9C 52C

serious topic of research. U—+p—=D— (4)
Applications are discussed with reference to salt and heat trans- 2 ay ay?

port in porous flows in Ludvigsen et dl1] and in Gilman and .
Bear[2]. Due to the applicability of these studies in many gedwith the boundary conditions
technical processes, it is vital to have good theoretical understand-

ing of the processes occurring in double diffusive flows in porous y=0:0=0, - ki _ D ﬁ _

media. Interesting effects arise as the diffusion rates of heat and ' ’ ay G ay Gm (5)
solute are usually different. Free convection heat and mass trans- )

fer from a vertical flat plate embedded in an unstratified porous y—eu—0,  T=Tu(x), C=Cul(x)

medium has been thoroughly investigated in the recent past by . .

many researchers such as Chésly Bejan and Khaif4], Laiand ~_ 1erex andy are the Cartesian coordinatesandv are the
kulacki [5], and Trevisan and Bejdi6]. The book by Nield and 2veraged velocity componentsirandy directions respectivelyy
Bejan [7] covers many of the latest developments concernir{% the temperatureC is the concentration3y is the coefficient of

double diffusive convection in a saturated porous medium. ermal expansion3c is the coefficient of solutal expansionijs
the kinematic viscosity of the fluik is the permeabilityg is the

Contributed by the Heat Transfer Division for publication in th®URNAL OF accgl.e.ratlon drl:e to ”gra\gty. Thhe SubSCI’(ijISin;]I h Igdlcage th?
HEAT TRANSFER Manuscript received by the Heat Transfer Division July 17, 200260N 'tlo_ns at the wall and at the outer edge of the boundary layer,
revision received October 14, 2003. Associate Editor: V. Prasad. respectlvely.
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Fig. 1 Schematic drawing of the problem

Making use of the following similarity transformation

-

y 0 2 4 6 8
7= Ra’,  y(n)=aRa"(n), n
X X Fig. 2 Variation of temperature with  # for different values of €,
T—Tx(X)=%R&§1/30( 7]) C_Cx(x):%Ra:l/?:(ﬁ(ﬂ) when N=1 and £2=03
the governing Eqs(1-4) become, tensive calculations have been performed to obtain the flow, tem-
perature and concentration fields for the following range of pa-
f’=0+N¢ (6) rameters:—1<N=<5, 0.01<Le<100, &¢;<5 and 0<e,<5.

As an indication of proper formulation and accurate calculation,
L1 , , the results obtained here are compared with the results in Takhar
0" = 5(0]c —2f0" + ¢ f") @) and Pop[13].
The effect ofe; and e, on the wall velocity, temperature and
Le concentration fields for uniform wall heat and mass flux condi-
P"=—(Ppf' —2f "+ e,f") (8) tions is plotted for some selected combinations of parameter val-
3 ues. For fixed value o(=1) and for Le=0.1, 1.0 variation of

and the boundary conditior{§) transform into

7=0:f=0, 6'=-1, ¢'=-1

9
n—o:f'=0, 6—0, »—0 ©)

The important parameters involved are the local Darcy-
Rayleigh number Ra= KgB+1q,x*/avk which is defined with
reference to the thermal conditions alone, the buoyancy ratio is
N= Bcamk/ Btq,D and the diffusivity ratio Le= /D. The Lewis
number is the ratio of Schmidt number/D) and Prandtl number
(/). N>0 indicates the aiding buoyancy ah& 0 indicates the
opposing buoyancy. The Stratification parameters are defined as
e1=k/quRa%IT.(x)/dx and e,=D/q,RaZIC..(x)/3x. When
T()(X) =T o+ Ax*3 and C(s)(x)=C.. ,+Bx!3, & and e, ¢
will be independent ok and allows the similarity solution.

3 Results and Discussion

The resulting ordinary differential Eq$6—8) along with the
boundary condition$9) are integrated by giving appropriate ini-
tial guess values fof’(0), #(0), and ¢(0) to match the values
with the corresponding boundary conditionsfaf~), 6(«), and
¢(=), respectively. NAG softwar€02HAFE routing is used for
integrating the corresponding first order system of equations and 04 . . .
for shooting and matching the initial and boundary conditions. 0 2 4 6
The integration lengthy., varies with parameter values and it has n
been suitably chosen at each time such that the boundary condi-
tions at the outer edge of the boundary layer are satisfied. Thg. 3 Variation of concentration with % for different values of
results obtained here are accurate up to fourth decimal place. Ex-when N=1
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24 Table 1 Nusselt number versus buoyancy parameter when
\ Le=1and £,=0.5
| N=20 =.09 Nu, /(Nu,) o
2044 =03 g, = 05
\ 1 .
\'\, e.=10____ e =1.0 N g,=0.1 £,=0.3 g,=0.5
O =20 ] .. =20 ~05 0.9375 0.9332 0.9329
1.6 A N =3.0
\ € Il e £, =3.0 0. 0.9821 0.9484 0.9167
Y 0.5 1.0041 0.9541 0.9059
\ 1.0 1.0184 0.9572 0.8973
3.0 1.0507 0.9619 0.8741
5.0 1.0694 0.9635 0.8585

sponding boundary layers before they finally attained the bound-
ary conditionsf(e))=0 and ¢()=0. Also, 7 shifts towards the
wall ase; becomes large angc shifts towards the wall as, is
increased. This can be explained by the way in which the tem-
perature and concentration fields are defined. We have

. AwX _ 113
- T-T.(X)=——R 6
oad (x)=——Ra 0(n)

and when the temperature in the medium becomes smaller than
that of the stratified ambient medium, i.e.,Tif-T.(x)<O0, then
6(7) has to be negative ag,x/kRa, “* is positive. Similarly,

an
D

Fig. 4 Variation of temperature with 7 when Le=1

C—C..(x)=—5-Ra Pp(n),

0(n) with #z is plotted in Fig. 2 for different values of; with

€,=0.3. Similarly variation of¢(#) with 7 is plotted in Fig. 3 for ¢(#) has to become negative whéh-C..(x)<0. In double dif-
different values ofe, with N=1, Le=1.0, 10.0 an&,;=0.3, 0.5. fusive processes in porous media, it is not unnatural to assume
The velocity and temperature at the wall decreased as the therthait different strata of the medium are at varying stratification
stratification parameter; increased while the wall concentrationlevels and complex interactions among thermal and solutal fields
decreased with an increase in the value of solutal stratificatioan not be overruled. Also, overpowering of thermal stratification
parametek,. Increase in the value of solutal stratification paramever the concentration stratification and vice versa resulted in in-
eter e, further reduced the wall velocity and the wall temperaturteresting observations in the thermal and concentration profiles as

coefficients.

discussed in this article. For fixed valuesNfand Le, whene,;

It is observed that the temperature and concentration profiless,, 6(7) is becoming negative and when=e€;, ¢(7) is be-
became negative from critical pointg:, ¢ for temperature and coming negative. This is also clear from the Figs. 2 and 3.
concentration profiles, respectively, near the edge of the correNow the effect of Le andN on the thermal and concentration

204

N=20 | N=.09

1.6 €= 0.3 g, =05
: g, =10 g, = 1.0
2] v T g, =25 t, =20
—eemeee ,=3.0

0.8 4
- j/-,.‘—:.:/,;l-""’
08— | T
0 2 4 6 8 10
n

Fig. 5 Variation of concentration with
€,, when Le=1

Journal of Heat Transfer

n for different values of

profiles is as follows: Le<1 means<D and mass diffusion is
predominant. Hence the concentration profile decreases to zero
without any change of sign in the boundary layer. In Fig. 2, the
temperature profile is plotted foN=1, Le=0.1, ¢,=0.3 and
varying ey, in this case, the negative values are no more mild, and
they creep into the boundary layer. Keepiagfixed at 0.3 and
varying e, is also resulting in a similar phenomena, but the tem-
perature on the wall is increasing as is increased and when
€,> ¢, the temperature distribution is becoming free from the
oscillations in the boundary layer. The temperature profile is plot-
ted for large value of the buoyancy parameter in Fig. 4. A close
observation of Figs. 2 and 4 clearly indicate that the oscillations
are delayed by increasing the value of the buoyancy parameter.
WhenN<O0, the thermal field is stable with increasing values of

Table 2 Sherwood number versus buoyancy parameter when
Le=1and £,=0.5

Sh /(Shy)o

N g,=0.1 £,=0.3 g,=0.5
-0.5 1.0888 1.0811 0.9329

0. 1.0469 0.9818 0.9167

0.5 1.0290 0.9671 0.9059

1.0 1.0184 0.9572 0.8973

3.0 0.9978 0.9342 0.8741

5.0 0.9878 0.9205 0.8585
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Table 3 Effect of Le on mass transfer coefficient when N=1 Nomenclature

and £,=0 )
C = concentration
Sh /(Sh)o C.., 0 = ambient concentration at a reference point
ey Le=1 Le—5 Le—10 D = molec_ular d!ffuswlty _
f = non-dimensional stream function
0 1.0000 1.0000 1.0000 g = acceleration due to gravity
0.1 1.0333 1.1179 1.2062 K = permeability
0.3 1.1057 1.4618 2.0488 Le = a/D. Lewis number
0.5 1.1870 2.1053 6.7694 K = thermal conductivity
N = Bcamk/B1q,D, buoyancy ratio
Jw, Om = wall heat and mass flux constants
o i o _ Rac = modified Rayleigh numbekK ;810,X*/ a vk
the thermal stratification parameter while the oscillations are set in T = temperature

when the concentration stratification parameter is increased be-
yond a limit. This feature can be observed from the Fig. 4.

For large value of Leq>D and thermal diffusion is predomi-
nant, the temperature profile decreases to zero without any change
of sign in the boundary layer. By increasing the solutal stratifica- X,
tion parameter, the value @%(0) becomes negative for large val-Greek
ues ofe,. Also, the negative values are significant and they creep
into the boundary layer. This is clearly seen from Fig. 3. For large
Le and fixede,, increasing the value of; increased the value of

», 0 = ambient temperature at a reference point

u,v = velocity components ix andy directions respec-
tively

y = Cartesian coordinates

a = thermal diffusivity constant
B, Bc = thermal and solutal expansion coefficients

¢(0) and whene; > ¢, the concentration distribution become free 7 = similarity variable

from oscillations in the boundary layer. When the buoyancy pa- v = kinematic viscosity

rameterN is large, both the thermal and concentration fields are = stream function

normal, and the concentration profile crossed thaxis only at 6, ¢ = nondimensionl temperature and concentration,
large value ofe,. In opposing buoyancy case, large values of respectively

solutal stratification resulted in this type of abnormality in the €1 = A/l3(kyBrk? avgd)*s, constant, thermal stratifica-
concentration profile. These results are evident from Fig. 5. tion parameter

The heat and mass transfer from the plate into the doubly strati- € — 3 3173 .
fied porous medium are expressed in terms of the local Nusselt 2= 3/3(_K9BTqu/aqum) ; constant, solutal strati-
and Sherwood numbers and are defined as fication parameter

Subscripts

Nu, 6(0)
R S D w = evaluated at wall
(Nu)o  0(0.€1) © = evaluated at the outer edge of the boundary layer

where Ny=q,x/(T,,—T..)k and
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Predicting Inlet Temperature Effects 2 The M-HDD Model and Inlet Temperature Influence

on the Pressure-Drop of Heated The HDD model(also known as the Darcy-Forchheimer equa-
. ) tion),
Porous Medium Channel Flows Using AP [u
0
the M-HDD Model T[22 us o ®
is rigorously valid for flows of fluids with uniform and constant

Arunn Narasimhan properties. This model has been generalized as a modified Hazen-
Mem. ASME Dupuit-Darcy modelM-HDD) in [5] for nonisothermal flows of
Staff Research Engineer, Microlithography Division, ~ Uids with temperature-dependent viscosity
FSI International, Allen, TX 75013 AP M

T =4l | Ut LelpCol? @
Josel. Lage with the coefficients{, and {c representing the lumped local
Fellow ASME effect of temperature dependent viscosity and the effect of viscos-
e-mail: JLL@engr.smu.edu ity on the fluid velocity profile, respectively, as,
Laboratory for Porous Materials Applications, Q' |03 1 \182
Mechanical Engineering Department, Southern L= T T(HQ”) {c=2+(Q")M—-¢, 0%
Methodist University, Dallas, TX-75275-0337 3)

with

A Modified Hazen-Dupuit-Darcy (M-HDD) model, incorporating Q- Q" |du @
nonlinear temperature-dependent viscosity effects, has been pro- Ke daT
posed recently for predicting the global pressure-drop of noniso- KC Mo 0

thermal flows across a heated (or cooled) porous medium chan-

nel. Numerical simulations, mimicking the flow of a liquid witHNotice in Egs.(1)—(4), the viscosity and its derivative are evalu-
nonlinear temperature-dependent viscosity, are presented now &¢ed at a reference temperatdrg, andK, andC, are obtained
establishing the influence of inlet temperature on the pressuf&m Eq. (1) using no-heat experimental results. Therefore, for a
drop and on the predictive capabilities of the M-HDD model. As heat flux inputg”, one can estimate the viscosity variation effects
result, new generalized correlations for predicting the coefficienfsom the M-HDD model, Eq(2).

of the M-HDD model are derived. The results not only demon- The correlations to predict the coefficients of the M-HDD
strate the importance of fluid inlet temperature on predicting thmodel, Eq.(3), were primarily obtained for poly-alpha-olefin
global pressure-drop but they also extend the applicability of th€AO) in [5] from numerical simulations at a single inlet tempera-
M-HDD model. [DOI: 10.1115/1.1667526 ture, i.e.,T;;=21°C. PAO is a very important fluid, used as the
base-stock for motor oils and lubricants and the cold-plate coolant
of preference in airborne military avionick7]. The strong

Keywords: Forced Convection, Heat Transfer, Porous Medigemnerature-dependent dynamic viscosity of PAO can be modeled
Properties, Viscous [8] as

w(T)=0.1628T 19868  5°C<T<170°C (5)

1 Introduction Eq_uation(5),_wher_1 th_e valu_es of tgmperatu'feare given in °C,
. . . . . predicts the viscosity in Nsnf within 3% accuracy{10]. Al-

_Recent studies on the variable viscosity effects in porous mgpygh derived for PAO, Eq2) is recommended for fluids having
dium flows begin with the work of Ling and Dybld]. They their viscosity behave in a fashion similar to Eg), or following
investigated theoretically the influence of temperature-dependegt general formu(T)=AT B, whereA andB are two constants.
fluid viscosity on the forced convection through a semi-infinite Transport equations and their respective boundary conditions,
porous medium bounded by an isothermal flat plate. For a similggeq to model the momentum and energy transport through a par-
flat plate configuration, Postelnicu et f2] considered the effect 46| plate porous medium channel with surfaces heated uniformly,
of heat generation as well. For non—Darcy flow in the same flghq | of the simulation detailé.g., channel dimensions, ther-
plate porous medium flow configuration, Kumésil and[4] pro- yophysical properties, mesh geometry, grid independence tests

vided similarity solutions for mixed convection with variable vis-;q convergence criteria ugagmain identical with that detailed
cosity, under constant and variable wall heat flux. in [5], [9], and[10].

While addressing heat transfer effects of variable viscosity po-
rous medium flows, none of the previously cited works studied the
impact of variable vis_cosity on the existing Hazen-Dupuit-Dar_cg Pressure-Drop Versus Fluid Speed Results
(HDD) model, to predict the pressure-drop across porous medium
channels, which was the subject of the pioneering studig¢sjin ~ Figures 1 through 3 present results of global pressure-drop ver-
and[6]. This led to the development of the Modified HO®I-  SUs fluid speed for 7, 21, and 32°C PAO inlet temperature, respec-
HDD) model, as proposed if5], incorporating the temperature-tively, and several heat fluxes. The top curve in each of the figures
dependent viscosity effects in the prediction of global pressurépresents the no-heating pressure-drop results. Obviously, the no-
drop. We shall now proceed, using fresh numerical simulations, igating pressure-drop results could be predicted using the global
study the influence of changing the inlet temperature on t¢DD model, Eq.(1), with the viscosity evaluated at the appropri-
pressure-drop and on the correction coefficients of the M-HDgfe inlet temperatureup= uin = 1(Tip)). The bottom curve in

model in an effort to extend the applicability of the model. each of the figures is the inviscid pressure-drop result that could
be predicted as well by

Contributed by the Heat Transfer Division for publication in th®URNAL OF AP
HEAT TRANSFER Manuscript received by the Heat Transfer Division January 31, — =pC0U2 (6)
2003; revision received September 29, 2003. Associate Editor: V. Prasad. L
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. 5 ao1 drag_t_erm becagse the viscosity at lower temperatures is more
MParmy 45 sensitive to heating than at a higher tempera(see viscosity Eq.
4 7 0.05 (5))
a5 o heating o Another subtle reason is that reducing the viscosity by increas-
5 = b ' ing the inlet temperature reduces the magnitude of the global vis-
cous drag ternfsecond term in Eq2)) directly, even if the chan-
237 0% nel remains isothermal. However, the global form dithird term
27 o5 in EqQ. (2)) is not affected for isothermal flows, even if the inlet
15 1 10 temperature is altered. It is affected only when the flow becomes
1 T non-isothermalhere, because of heatinghereby, because of the
05 - =7 T g ot viscosity variation, the velocity profiles are altered, leading to
0 il . . . non-slug flow profiles. Furthermore, the hotter the flow becomes,
0 2 40 60 80 100 120 the extent to which the velocity profiles are altered from their
U (x 107 mis) original slug flow like profiles is greatly reduced, leading to a

reduction in global form drag variation. This is explained in detail
Fig. 1 Longitudinal pressure-drop versus fluid speed for sev- in[9].
eral heat fluxes at T;,=7°C

4 Inlet Temperature Influence on the Correction Coef-
L o . ) o ficients
the inviscid form-drag limit equation. As the density variation of . . -
PAO with temperature is very smaless than one-perceri7]), Th_e behavior of the correction coeff|_0|ent§#(and {c) can be
obviously this limit can be considered invariant for any inlet temredicted for several heat fluxes by using the M-HDD model, Eg.
perature. (2) to curve-fit the _nu_merlca_l pressure-drop results.
Proceeding from Figs. 1 to 3, it is apparent that for the same”N @verage deviation defined as

heat flux variation the reduction in the global pressure-drop be-
comes less evident. If we recall that the inviscid drag limit is the
same no matter the inlet temperatuiee., the location of the
dashed line in Figs. 1, 2, and,3ve can reason that a hotter fluid
(increased inlet temperature, thereby, smaller inlet viscpsiky
ready has a weaker viscous drag term to begin with. Therefore, the . ) .
pressure-drop of a stream of fluid with higher inlet temperatufé Used for analyzing the goodness of the fit. In Eg, N is the
suffers less the heating effect on the viscosity. Moreover, heatifigmMPle size of the pressure-drop versus fluid speed data for each

a cold fluid stream shows a more pronounced effect on the viscdi/¢he heat flux values, for one inlet temperature. Furtheé?/L,
Is the pressure-drop results predicted through the curve-fit proce-

dure (using Eg.(2)) while AP/L,,, is the pressure-drop results
(data pointsfrom the numerical simulations.
APIL Notice in the function defined in Eq(7), the numerical
(MPa/m) pressure-drop results are taken as the fixed “reference” values as
47 the results predicted by the curve-fitting procedure is compared to
3.5 1 them. The curve-fitting procedure is further detailed 7
3 From the curve fitting results, a common curve-fitting function,
one each for the twgs of the M-HDD model, Eq(2), predicting
o heating j the inlet temperature influence, is proposed. The results of the
curve-fit are shown in Fig. 4.

The form of the original, empirical; curve-fit function(Egs.
(3) and (4)) proposed in5] and the one to be proposed here are
conceived with the standard technique discussed in det@dllih
and[12]. Notice from Eqgs(3) and(4), that,{,={c=1 for d'=0
(i.e., for no heating, for any inlet temperaturend {,—0 and

1/2
1 N 2
N SNAPIL~ AP/L )
o=t @)
N
N SN APL oy

120

U (x 107 m/s)

Fig. 2 Longitudinal pressure-dro